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Being the first issue of the new millennium, and
CSAR’s first birthday, this edition of CSAR Focus will
certainly be one to remember! We celebrate with

more than just a cake - we cut into the Earth’s
surface........
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Turing Probes the Earth’s Core

Ground-breaking work to determine the temperature of the Earth’s core
carried out by a team of scientists at

University College London, using the CSAR Cray T3E
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DisclaimerDisclaimerDisclaimerDisclaimerDisclaimer

Articles are the responsibility of the individual

author:  the Editor and the CSAR Service assume

no responsibility or liability for articles or information

appearing in this document. Opinions expressed

in some articles may not reflect those of the CSAR

Service.

As this is the first issue of the new millennium,

on behalf of CSAR, I hope you all had a good

holiday.

This edition of CSAR Focus is packed with a

spectrum of interesting articles to inspire you all to

make a new year’s resolution to contribute to the

next issue.  You never know, your research may

even make it to the front page!

Dr Dario Alfe and colleagues at UCL have

managed to do just that. They have produced

ground-breaking results using CSAR’s Cray T3E to

find out how hot the earth’s core really is. This work

reached as far as the BBC and Channel 4 News!

The article features on page 4.

Also in this issue, we have an article by

Professor Ken Taylor from Queen’s University Belfast

on his groups’ recent breakthrough research on

multiphoton processes carried out on the Cray T3E.

¬¬ ¬¬¬E d i t o r i a lE d i t o r i a lE d i t o r i a lE d i t o r i a lE d i t o r i a l¬¬¬¬ ¬

WWWWWe we we we we welcome yelcome yelcome yelcome yelcome you all to parou all to parou all to parou all to parou all to participaticipaticipaticipaticipate in this publicate in this publicate in this publicate in this publicate in this publication,tion,tion,tion,tion, with an with an with an with an with any ary ary ary ary articticticticticles of interles of interles of interles of interles of interest to otherest to otherest to otherest to otherest to other
CSAR users, or comments on any aspect of HPC.CSAR users, or comments on any aspect of HPC.CSAR users, or comments on any aspect of HPC.CSAR users, or comments on any aspect of HPC.CSAR users, or comments on any aspect of HPC.

¬¬¬¬ ¬
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Kaukab Jaffri
Editor, CSAR Focus

Manchester Computing
University of Manchester
Oxford Road
Manchester
M13 9PL

Tel:  (+44) 161 275 6824
Fax: (+44) 161 275 6040
Email: k.jaffri@mcc.ac.uk
Web:    www.csar.cfs.ac.uk

Copyright

Pictures are reproduced

by permiss ion. Any fur ther

reproduction will require the

owners permission.

Our FFFFFeaeaeaeaeaturturturturtureeeee is on CSAR’s vector processor, the

Fuji machine, (Fujitsu VPP300), and Manjit Boparai

from CSC gives us an update of the capabilities of

the machine and encourages CSAR users to make

use of its resources.

Dr John Brooke, Head of CSAR Applications

Support, wr ites about the award won by

Manchester Computing at the SC99 Conference

in the USA.

If you would like to contribute to the next issue

of CSAR Focus which is June 2000, please contact

me at the CSAR Helpdesk. The deadline for

submission of articles  will be announced on the

CSAR News pages: http://www.csar.cfs.ac.uk/

general/news.shtml in the coming months.
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D.Alfe, M.J.Gillan, G.D. Price
Research School of
Geological and Geophysical
Sciences, Birkbeck College
and University College
London

¬¬¬¬ ¬ ¬¬ ¬¬¬ -
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¬¬¬¬ ¬  ¬ ¬  ¬ ¬ ¬

A report on our work just published in the jour-

nal Nature1 was picked up by the media, and we

were interviewed on Channel 4 News and the To-

day programme. There was even a half-page item

on our work in the Daily Mirror, and on the BBC on-

line web page2.

The core of the Ear th accounts for

approximately 30% of the total mass of our planet

(schematically in Figure 1.), the inner solid core is

crystallizing from the liquid outer core, and the heat

released flows to the surface, driving all the living

geological processes of the Earth, including plate

tectonics, volcanism and earthquakes.

Moreover, this heat flux is also responsible for

the convective motions in the liquid core, which

generate the Earth's magnetic field, shielding us

from the lethal solar wind. So, a sound knowledge

of the core is of fundamental importance, yet, it is

one of the most difficult things to study, and its

properties are poorly constrained. For example, we

know that it is mainly made by iron, but it can't be

pure iron, because its density is too low. So it must

contain some light element, and the most likely

candidates are sulphur, oxygen, carbon and silicon,

but the real composition of the Earth's core remains

one of the major unsolved problems. The density

and the pressure are known quite accurately

(within a percent), but the temperature is unknown,

with estimates ranging from approx. 4000 to approx.

8000 K.

FigurFigurFigurFigurFigure 1: Schemae 1: Schemae 1: Schemae 1: Schemae 1: Schematic rtic rtic rtic rtic repreprepreprepresentaesentaesentaesentaesentation of thetion of thetion of thetion of thetion of the

     Earth interior     Earth interior     Earth interior     Earth interior     Earth interior
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Since the main constituent of the core is iron,

it is relevant to study its properties under core

pressures . The pressure p at the inner-core

boundary (ICB) is 330 GPa, and the melting

temperature Tm of Fe is needed up to at least this

value.  Static compression measurements of Tm with

the diamond anvil cell (DAC) have been done up

to ca. 200 GPa, but even at lower pressures results

for  Tm disagree by several hundred K.  Very recent

DAC diffraction experiments demonstrate that in

the range 60 - 80 GPa the solid phase from which

Fe melts has the hexagonal close-packed (ε)

structure. Shock experiments at present give the

only way of going to higher pressures, but their

interpretation is not simple, and there is a scatter

of at least 2000 K in Tm at ICB pressures.  There have

also been attempts to obtain the melting curve

from parameterized atomistic models for the

energetics of iron, but the reliability of these models

is uncertain.

Parameter-free ab initio techniques based on

density functional theory (DFT) have recently made

enormous str ides3, and for many mater ials ,

including transit ion metals , rel iance on

parameterised models is now unnecessary. With  ab

init io  molecular-dynamics methods (Car-

Parrinello)4, this is true for both liquids and solids3.

Solid iron in all its known crystal structures has been

extensively studied with DFT.  The accuracy of DFT

depends on the approximation used for the

electronic exchange-correlation energy, but with

the ‘generalised-gradient approximation’ (GGA)

the exper imental proper t ies of Fe are ver y

accurately reproduced5.

The free energy of the harmonic vibrating

solid is conceptually simplest, and is given (per

primitive cell) by the standard high-temperature

formula:

The calculations we present here have been

done with the VASP code6, which is extremely robust

and stable for simulation of metals, we have also

doubled the speed of the code for the molecular

dynamics simulations using an efficient charge

extrapolation7. Combining this with the resources

of the CSAR service we have been able to do

calculations of unprecedented size and length,

which have been essential for the success of this

work.

The strategy we follow to calculate the

melting curve is very simple: we calculate the Gibbs

free energy of solid and liquid iron as a function of

pressure and temperature. The melt ing

temperature Tm at any pressure is  found by

equalizing the free energies.  In fact, we calculate

the Helmholtz free energy F(V,T) as a function of

volume V, and from this we obtain the pressure

through the relation p = - (δF/δV)Τ and G through its

definition G = F + pV .

Article cont.
TTTTTururururur ing Pring Pring Pring Pring Probes the  Earobes the  Earobes the  Earobes the  Earobes the  Ear th’th’th’th’th’s Cors Cors Cors Cors Coreeeee¬¬¬¬ ¬ ¬¬ ¬¬¬ -

where Fperf is the free energy of the rigid

perfect lattice and wKs is the frequency of the

phonon of branch s at wavevector kkkkk. The sum goes

over the Nk wavevectors in the Brillouin zone of the

crystal and over the branches s, the frequencies

wKswere obtained by diagonalising the force-

constant matrix.
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Figure 2 compares our ab initio melting curve

with experimental results from both DAC and shock

measurements. For pressures p < 200 GPa covered

by DAC, our curve lies ca. 1000 K above the lower

set of experimental data and ca. 500 K above the

more recent values represented by two points in

the figure (whose authors stress that their values are

only a lower bound to Tm); our agreement with the

higher values is close. In comparing with shock

data, we recall the well-known difficulties of

obtaining temperature in shock experiments. Our

curve falls significantly below some of the Tm

measurements , in which temperature was

deduced by measuring optical emission, but

accords quite closely with the other single point,

obtained by estimating the shock temperature

using thermodynamic calculation.

To calculate the liquid free energy and the

anharmonic contribution to the solid free energy,

we use the technique of ‘thermodynamic

integration’, which yields the difference ∆F = F - Fref

between the free energy of the ab initio system and

that of a reference system, Fref . It is a standard result

that these difference is:

where the thermal average ( . ) is evaluated

for the system governed by Uλ = (1−λ)Uref + λU
where Uref and U are the internal energies of the

reference system and the ab init io  system

respectively.

Even with the available CSAR power, the

practical feasibility of calculating ab initio free

energies of liquids and anharmonic solids hinges

on finding a reference system for which Fref is readily

calculable and the difference  U - Uref is very small.

For the liquid, the crucial discovery that makes

our threshold precision achievable is that the ab

initio energy U is extremely well reproduced by a

model Uref consisting of a sum of pair potentials φ(r),

with φ(r)  chosen to be an inverse-power repulsive

potential: φ(r) = A/rα. The parameters A and α are

adjusted to minimise the strength of the

fluctuations . We have demonstrated the

excellence of this Uref by doing ab initio dynamical

simulations at 18 different thermodynamic states

spanning the (p,T) range of interest, and we find

that a single choice of A and α is almost equally

good over the whole range.

The inverse-power model is not a good

enough reference system for the anharmonic solid,

but we find that an outstandingly good reference

system for this case can be obtained by suitably

combining the inverse-power and harmonic ab

initio total energies.  We stress that the choice of

reference system affects only the efficiency of the

calculations, and not the final results.

Article cont.
TTTTTururururur ing Pring Pring Pring Pring Probes the  Earobes the  Earobes the  Earobes the  Earobes the  Ear th’th’th’th’th’s Cors Cors Cors Cors Coreeeee¬¬¬¬ ¬ ¬¬ ¬¬¬ -
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Our  Tm  of 6670K at the ICB pressure is close to

the values inferred from some previous estimates,

and gives evidence against the much higher or

lower estimates sometimes proposed.

How good is our melting curve? Based on the

analysis of the non cancelling errors in the Gibbs

free energies for the liquid and the solid, and on

the possible systematic errors due to GGA, we

believe that our predictions for Tm are good to  +/-

600K. This suggests that they are consistent with

some of the recent DAC Tm; at high pressures, we

are consistent with some of the shock Tm.

The ab initio techniques for calculating

thermodynamic propert ies under extreme

conditions are expected to find application to

many other problems concerning the Earth's deep

interior.

We conclude by remarking again that this

work involved enormous computational effort,

which has been possible only thanks to the CSAR

service.

Article cont.
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Manjit Boparai,
CSC/CSAR Systems
Administrator
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BacBacBacBacBackgrkgrkgrkgrkgroundoundoundoundound

The Fujitsu VPP300 (hostname "fuji") is a vec-

tor supercomputer with 8 CPUs, each rated at

2.2Gflops/sec peak performance and each with

2Gbytes of distributed SDRAM memory. The system,

which utilises modern CMOS technology and is air

cooled, is housed in the machine room at Man-

chester Computing, University of Manchester

(UoM). It is closely coupled with the CSAR Ori-

gin2000, fermat, for use of the HSM/tape archive

facility.

The original system, a 3 CPU Fujitsu VPP300,

was moved from Rutherford Appleton Laboratory

and arrived at UoM in January 1999 with  minimal

disruption (a fully operational  system was available

to users within two days of the hardware arriving at

UoM).

VPP300VPP300VPP300VPP300VPP300          - “CSAR Fuji”- “CSAR Fuji”- “CSAR Fuji”- “CSAR Fuji”- “CSAR Fuji”

SurSurSurSurSurge in Usage and Subsequent Upgradege in Usage and Subsequent Upgradege in Usage and Subsequent Upgradege in Usage and Subsequent Upgradege in Usage and Subsequent Upgrade

Usage of the Fujitsu began to increase rapidly

from spring until the summer, when the machine

capacity proved insufficient to cope with the

workload. The system was tuned as far as possible

to manage the huge surge in batch workload, e.g.

kernel parameters, NQS parameters, use of the

jobswap facility to enable short development jobs

to have faster turnaround. Essentially, however, we

simply did not have enough processors to cope

with the workload. (Interestingly, as usage of the

Fujitsu grew, so did NERC's usage of the CSAR T3E,

turing.)
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Article Cont.-

The remainder of the summer thus saw

negotiations between NERC and CfS for possible

enhancements to the system, culminating in a

decision to upgrade the Fujitsu to an 8-CPU system

as soon as practicable. The 'go-live' date for the

upgraded Fujitsu was planned to be 1st November.

A new 8 CPU Fujitsu VPP300 arrived at UoM

on 19th October 1999 and was temporarily installed

alonside the existing 'live' 3 CPU system so this could

continue to operate for as long as possible whilst

the new system was configured and tested. Over

the next few days systems work and electrical

testing were carried out. This was completed by

25th October. We were left with one day to spare

since the switchover to the new system had been

announced to take place on 27th October, with

'live' usage brought forward to start from 28th

October.

The switchover from the old to the new system

on the 27th October  went very well, with the final

8-CPU system operational as of late afternoon on

the same day. Finally, it was decided to wait

another day before formally opening up the system

for general use on Friday 29th October. This allowed

us the time to ensure changes made during the

upgrade were transparent to users. A few keen

users were able to logon and run batch jobs from

Thursday 28th October in order to test the system.

In summary, the upgrade was a success,and

has provided us with a (much needed!) system with

almost treble the performance we had 10 months

ago.

Using the Fujitsu VPP300Using the Fujitsu VPP300Using the Fujitsu VPP300Using the Fujitsu VPP300Using the Fujitsu VPP300

Access to the Fujitsu is available via ATM and

FDDI networks (originally FDDI only) at 'fuji.cfs.ac.uk'

and 'fuji-fddi.cfs.ac.uk' respectively.  The default

route uses ATM.

The Fujitsu runs the UXP/V operating system

which is based on standard Unix System V Release

4.1, enhanced for the vector parallel architecture.

Users can logon interactively to the primary

processor (PE0) for development work.  All 7

secondary processors (PEs 1-7) are dedicated to

batch work, which is managed via the Network

Queueing System (NQS).

Service tokens can be traded to enable

usage of the Fujitsu like any of the other CSAR  HPC

systems, so that PIs and users can choose the most

effective machines for their research.

The CSAR Application Form has been

updated to include Fujitsu resources and should be

used for all classes of application and all research

councils.

Software Libraries available are NAG, BLAS

and Fujitsu's Scientific Subroutine Library. Other

software currently available includes emacs,

nupdate, perl, gzip, etc.  Also, vector versions of

the cp, mv and cpio commands are available.

Compilers available are Fortran 90 (frt), VPP

Fortran (same concept as HPF), ANSI C compiler

and a vectorising C compiler (vcc). Additionally,

users can compile Fortran and C programs for the

VPP300 using the Fujitsu cross compilers which are

available on fermat.

Application Anaysis tools are available for

code profiling and CPU performance.

User disk areas on the Fujitsu VPP300 are

located on the /home and /work fi lesystems

(currently 76Gb in total) and on the /tmp filesystems

(66Gb in total).
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Dr John Brooke,
Head of CSAR
Applications Support
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This was, however , the first time that the Uni-

versity of Manchester has presented a stand at the

exhibition. The SC events have become the major

focus for manufacturers and research groups to

demonstrate the very latest techniques in

supercomputing and they are extremely competi-

tive events. When you are exhibiting alongside or-

ganisations such as the US and Japanese govern-

ment funded major research laboratories and ini-

t iat ives such as the ASCI (Accelerated

Supercomputing Initiative), you have to present

something a bit special to get noticed. This involves

forward planning and cooperation since it is nec-

essary for European sites to collaborate in order to

achieve the levels of the US and Japanese sites.

CSAR and MRCCS contributed experiments and

presentations to the UoM exhibit.

In particular,  CSAR and MRCCS  have been

working with HLRS Stuttgart (a centre of excellence

for visualization and high performance computing

in Germany) to test the PACX-MPI message pass-

ing library (developed at HLRS) over European high-

speed networks. This work has also involved coop-

eration with Japanese sites such as JAERI (Japa-

nese Atomic Energy Research Institute) and ETL

(Electrotechnical  Laboratory). In particular we are

comparing the performance and functionality of

PACX with STAMPI, developed at JAERI also for the

purpose of supporting grid-based metacomputing.

As a result of this collaboration, a joint pres-

entation from Manchester Computing, HLRS, ETL

along with  US partners PSC (Pittsburgh

Supercomputing Centre) and SNL (Sandia National

Laboratory), were joint winners of the top prize for

the most challenging scientific application in the

HPC Games competition. The awards are pre-

sented each year to projects that demonstrate

novel uses of supercomputing to stretch the limits

of what high performance computing can

achieve. The team presented metacomputing ex-

periments to run single parallel programs on four

supercomputers connected by links spanning three

continents. The ultimate aim of these experiments

is to show that global supercomputing is possible,

thus enabling problems too big for any single ma-

chine to be tackled by a global network of com-

puters. A report of this work has been published in

the December 3rd edition of HPCWire. A picture of

a rather tired but happy trans-continental team

can be seen in the photograph overleaf:
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Massively parallel supercomputers are de-

signed so that the processors inside them can com-

municate via channels that have very high infor-

mation bandwidth and very low latency. In con-

necting together such supercomputers it is currently

not possible to get close to this level of network

performance but it is vital that such characteris-

tics are maintained as much as possible. Thus con-

ventional internet routes are not feasible because

the high levels of traffic leads to highly variable

bandwidth and latency which would degrade the

performance of the cluster to levels which are un-

acceptable. Hence we need to exploit the possi-

bilities afforded by special high-performance net-

works, and in so doing demonstrate that the invest-

ment in such networks leads to a corresponding

increase in scientific productivity.

Today such national high-speed networks ex-

ist and in the European Community trans-national

networks are now in place and are being tested.

On a trans-continental level, however, such net-

works have not been fully tested. These experiments

linked the three major centres of scientific com-

puting activity, in the US, Europe and Japan, and

are  an important step towards the goal of estab-

l ishing a genuinely trans-global network for

supercomputing applications.

The layout of the network can be seen in Fig-

ure 2. The Manchester-Stuttgart link was a dedi-

cated Permanent Virtual Circuit (PVC) using ATM

communications. The advantage of a PVC is that

it gives  a consistent Quality of Service (QoS), in

our case up to 10 Megabits per second (commu-

nications technology quotes transmission speeds in

bits rather than bytes).

The awThe awThe awThe awThe awararararard-winningd-winningd-winningd-winningd-winning

team, including  Dr Johnteam, including  Dr Johnteam, including  Dr Johnteam, including  Dr Johnteam, including  Dr John

BrBrBrBrBrookookookookooke fre fre fre fre from CSAR (rom CSAR (rom CSAR (rom CSAR (rom CSAR (right ofight ofight ofight ofight of
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We would like to thank the network providers,

Janet (UK), DFN (Germany) and the Dante project

(operating the European TEN-155 ATM network) for

establishing the PVC. We tried to setup a dedicated

link between Manchester and the US research net-

works but this was not possible. Ironically, the day

after the final experiment we were unexpectedly

offered a special UK-US link. There was a dedicated

link between Stuttgart and the US. All routes within

the US ran over the Abilene research network but

this was shared IP traffic rather than a dedicated

point-to-point PVC. A major part of the whole ex-

periment was establishing these links, and the ex-

perience gained in this is an important component

in the drive to establish global metacomputing

grids.

The CSAR/UoM Component of the ExperimentsThe CSAR/UoM Component of the ExperimentsThe CSAR/UoM Component of the ExperimentsThe CSAR/UoM Component of the ExperimentsThe CSAR/UoM Component of the Experiments

The CSAR/UoM contribution involved a col-

laboration between the CSAR service and workers

at Jodrell Bank searching for binary pulsars in globu-

lar clusters. Extensive processing of the data from

the radio telescope is necessary to reconstruct the

original signal from the effects of the column of

interstellar material intervening between earth and

the globular cluster (known as dispersion). Once

this has been done it is possible to detect the sig-

nals of several pulsars in the same cluster since,

being a compact object, the effects of the inter-

stellar medium will be very nearly uniform across

the cluster.

The intensive work of searching the signal with

a variety of trial dispersions was farmed out be-

tween the three T3E machines at Manchester, Pitts-

burgh and Stuttgart. The data was initially stored

on Turing and was transmitted to the remote ma-

chines by message passing as an integral part of

the experiment.

Since the data comprises several Gigabytes

worth of observations, this is clearly a very severe

test of the intercontinental links in terms of consist-

ency of bandwidth. The problem needed to be

very carefully load balanced between the ma-

chines, because the speed of data transmission

between the machines was over 500 times slower

than the speed of transmission between the proc-

essors in a single machine. The metacomputing task

involved solving this problem by overlapping the

data transmission with the processing so that, apart

from some time at the start and finish, transmitting

and processing of data are concurrent.

For the major experiment on Wednesday 15th

November, we ran with a configuration of 512 proc-

essors on Turing and 128 processors at both Stutt-

gart and Pittsburgh. All the machines finished ap-

proximately together, with time differences a small

fraction of the total time. As the inter-machine links

improve it will be possible to make these figures

more balanced, in this case we were concerned

to show that even given the current state of inter-

continental networks such experiments are possi-

ble.
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An important part of the work involved set-

ting up and testing the trans-continental networks

and here the help of  the Networking group at

Manchester Computing was invaluable, thus show-

ing that the s it ing of the national CSAR

supercomputing facility at a major UK networking

centre enables maximum use of  the

supercomputing resource. A joint programming

effort between Stephen Ord from  Jodrell and

Stephen Pickles from CSAR adapted the search

code  to use PACX-MPI rather than the native MPI

on the T3E, and to take into account the load-bal-

ancing requirements of the metacomputer.  It is

remarkable that they were able to do this, since

the Jodrell/CSAR collaboration only started  in mid-

October, less than four weeks before the live dem-

onstration on November 15th.

The The The The The TTTTTer(r)acomputerer(r)acomputerer(r)acomputerer(r)acomputerer(r)acomputer

One application run by HLRS utilized all four

machines, thus showing that PACX-MPI can cope

with clusters of heterogeneous architecture. The

combined theoretical peak of all four machines

was 2.2 Tflops and the Ter(r)acomputer spanned

10,000 miles. The  application that utilized all four

machines was a molecular dynamics simulation

with over 4 million particles. HLRS also ran a CFD

code, URANUS, that simulated the reentry into the

atmosphere of a space vehicle. This code was

developed for the international space station and

is linked to a collaborative visualization project with

SNL. The collaborative visualization was shown

working between two different booths at SC99. The

molecular dynamics and CFD applications related

to different challenges from the bandwidth issues

of the Manchester work, namely the need to mask

latency by overlapping communication and com-

putation.

Thus the metacomputing network was thor-

oughly tested and the results of the experiments

will be described via technical papers at confer-

ences and via the WWW.  The CSAR WWW pages

will have links to all relevant work.

WherWherWherWherWhere nee nee nee nee next?xt?xt?xt?xt?

The particular application that CSAR/UoM

brought to this project was the processing of ex-

perimental data via supercomputers. In the case

of the binary pulsar,  this involves searching through

data produced by scanning a globular cluster at

a narrow range of radio frequencies. Traditionally

this has been done using specialised hardware

called a filter bank. However for very high-fre-

quency pulsars (frequency here means the fre-

quency of the pulses from the object) this method

is not yet practical. Such very high-frequency pul-

sars in binary systems, where the objects are close

together, provide a testing ground for gravitational

physics. First, though, it is necessary to detect the

pulsars. This is made difficult by the phenomenon

of frequency dispersion, as the radio waves travel

through the interstellar medium between ourselves

and the cluster the signal gets smeared with the

time of arrival being a function of the radio fre-

quency. If we know the dispersion relation we can

restore the original sharp pulse by processing the

signal.

 In order to do this we need to trial various

dispersion slopes looking for signals well above the

background noise. It is this search that involves

many simultaneous FFTs , going from the time to

the frequency domain and then back again,  and

is very expensive in processing time. Once the dis-

persion slope is found this will be (to a reasonable

approximation) the same for all objects in the clus-

ter. On theoretical grounds it is expected that there

will be several binary pulsars in the one cluster and

these can be detected from the reconstructed sig-

nal with the dispersion removed.
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Work is in place to set up a fast link from Jodrell

Bank to the Network Northwest ATM network and

this will enable the signal to be fed directly into

Turing thus optimising the whole search process. At

present the data is copied onto tape at Jodrell and

sent to us to be read onto Turing. We would be in-

terested to hear of other institutions with large data-

processing needs, since they may also benefit from

using supercomputing resources. To enquire further,

please email me at: j.m.brooke@mcc.ac.uk or tel-

ephone:  0161 275 6814

More details are of our metacomputing work

are available on the CSAR WWW pages at:

http://www.csar.cfs.ac.uk/staff/costen/sc99

We would be interested in working with other

UK HPC facil it ies to develop this grid-based

metacomputing to link HPC facilities. The 3rd Euro-

pean Metacomputing workshop will be held at

HLRS on May 3-5 2000, please see:

http://www.hlrs.de/meta2000.html
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As you wil l  be aware, Applications and

Optimisation support on the CSAR service can be

"purchased" via support tokens. Such support

needs are applied for on the relevant Class 1, 2 or

3 forms when applications are made to use the

service. This is a very new model for UK researchers

and so we are thinking of ways to work with CSAR

projects to determine their support needs. As part

of this initiative we are offering all CSAR projects

upto  3 days worth of support effort independently

of the tokens scheme.

All projects have been allocated a liaison

contact from the Applications and Optimisation

teams. If you wish to discuss how your application

or code could benefit from our support, please

approach your liaison contact to discuss this. (If you

do not know who your liaison contact is, please

contact the CSAR Helpdesk.) The 3 days of support

is intended to allow us to evaluate your application

and discuss ways in which it could make fullest uses

of resources available. Several projects already

have support from the current HPCI centres. In such

cases we would liaise with the relevant staff at

those centres to discuss collaboration between the

CSAR team and themselves for the benefit of your

application.

CSAR staff could work with you to profile your

application, and to determine where it could

benefit from specialised optimisation to exploit the

capabilities of the processors on Turing.

By sharing this expertise with computational

scientists,  who understand the scientific issues

behind the organisation of the code,  we believe

that more could be achieved in terms of

performance on Tur ing. This is  because any

optimisation must operate within this structure.

Optimisation work also needs to be integrated with

the application and to be consistent with evolving

functionality as code develops.

Another area where we could help is in

advice on pre and post-processing. For example

the use of visualization to enhance the insight you

obtain from your results; issues arising from handling

large volumes of data; exploit ing the multi-

architecture nature of the CSAR service in using

software available only on the Origin 2000 to

process results obtained on the more specialised

T3E. We have staff involved in investigating all of

these areas, particularly meta-computing and

visual ization at present, with other projects

planned. It was precisely to offer this range of

flexibility that the service was established with a

multi-architecture structure and with the provision

for adding guest systems as they are requested, or

as they become available to the CfS consortium.

For more details, or for further discussion,

please contact John Brooke or Mike Pettipher, or

contact your project liaison contact directly.

¬¬¬¬ ¬
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Head of CSAR Applications Support
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Dr Mike Pettipher
Head of CSAR Optimization

MRCCS News:  MRCCS News:  MRCCS News:  MRCCS News:  MRCCS News:  Report on the MRCCSReport on the MRCCSReport on the MRCCSReport on the MRCCSReport on the MRCCS
HPC Summer SchoolHPC Summer SchoolHPC Summer SchoolHPC Summer SchoolHPC Summer School
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The Manchester Research Centre for Com-

putational Science (MRCCS) is a focus for high

peformance computing activities within the Univer-

sity of Manchester, bringing together research

groups of international standing in high perform-

ance computing, visualization, data mining and the

applications of such technology to a range of sci-

entific problems.

This Summer School was the first annual two-

week residential event organised by the MRCCS. It

was designed to show how to maximize productiv-

ity on distributed memory machines, either highly

specialized systems such as the Cray T3E or on clus-

ters of workstations - and how to visualize the re-

sults. The residential nature and duration of the

event provided an ideal environment for the par-

ticipants to meet and discuss with, international

experts in these fields, and to develop contact with

the other participants.

The speakers were: Professor Jack Dongarra

(University of Tennessee), Dr Len Freeman (Univer-

sity of Manchester), Terry Hewitt (University of Man-

chester0, Dr Lawrence Mulholland (NAg, Oxford),

Dr Hans-Georg Pagendarm (National Aerospace

Research Centre, Germany) and Michael Resch

(University of Stuttgart).

There were 29 regsitered delegates, most from

various parts of the United Kingdom, but also from

Holland, Germany, Norway and Brazil. Their back-

grounds were equally diverse, including CFD, Com-

putational Chemistry, Mathematics, Computer Sci-

ence, Earth Sciences, Environmental Modelling and

Visualization. This diversity resulted in contact be-

tween people who would not normally meet each

other when working in their own disciplines.

The format of the Summer School was to al-

ternate between lectures and practical sessions,

although flexibility did allow topics to be adapted

according to the wishes and expertise of the par-

ticipants. The main subjects covered were distrib-

uted memory programming with MPI, including per-

formance analysis with VAMPIR; visualization with

AVS; parallel numerical algorithms and the use of

numerical libraries, including the NAg Parallel Li-

brary. The practical sessions were performed on a

cluster of PCs, an SGI Origin2000 and the CSAR Cray

T3E itself. During the second week participants de-

veloped a visualization presentation, based on

data from a double glazing problem or a tornado

(both provided). Members of the winning group

were each presented with a bottle of wine on the

last afternoon!

Summer School on DistrSummer School on DistrSummer School on DistrSummer School on DistrSummer School on Distributed Memoributed Memoributed Memoributed Memoributed Memory Pry Pry Pry Pry Programmingogrammingogrammingogrammingogramming
and Scientifand Scientifand Scientifand Scientifand Scientific ic ic ic ic VVVVVisualizaisualizaisualizaisualizaisualizationtiontiontiontion
University of ManchesterUniversity of ManchesterUniversity of ManchesterUniversity of ManchesterUniversity of Manchester
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Some topics of particular interest:

AAAAAutomautomautomautomautomatically tically tically tically tically TTTTTuned Linear uned Linear uned Linear uned Linear uned Linear Algebra SoftwAlgebra SoftwAlgebra SoftwAlgebra SoftwAlgebra Softwararararare (Ae (Ae (Ae (Ae (ATLAS)TLAS)TLAS)TLAS)TLAS)

Jack Dongarra described this software which automatically generates efficient BLAS3 code for the

machine on which it is to be run. This was demonstrated during the practical sessions, when the

performance of various different implementations for matrix multiplication were compared (on

a Pentium running Linux). The Atlas version was significantly the best.

ComparComparComparComparComparitivitivitivitivitive e e e e VVVVVisualizaisualizaisualizaisualizaisualizationtiontiontiontion

Hans-Georg Pagendarm gave examples showing how scientific visualization can help in the design

of an aircraft. The use of HPC simulation in conjunction with visualization provides feedback on the

theoretical predictions. This results in more efficient use of all resources, especially wind tunnels,

and reduces the time spent on development.

Parallel Algorithm DevelopmentParallel Algorithm DevelopmentParallel Algorithm DevelopmentParallel Algorithm DevelopmentParallel Algorithm Development

One of the practical sessions involved the development of a parallel algorithm for the integration

of a simple function. Participants were able to see how refinements in the algorithm affected load

balancing and consequently performance. The range of systems available, with different charac

teristics and different usage (particularly dedicated versus shared access), also demonstrated

portability issues.

Three seminars were also given during the Summer School:

Medical Medical Medical Medical Medical ApplicaApplicaApplicaApplicaApplications in tions in tions in tions in tions in VRMLVRMLVRMLVRMLVRML by Dr Nigel John from the University of Manchester

Nigel described a web based ‘tool’ for teaching surgical techniques, particularly the insertion of

instruments into 3D bodies including the brain and the spinal column.

Mantle CirMantle CirMantle CirMantle CirMantle Circulaculaculaculaculation Modelling tion Modelling tion Modelling tion Modelling tion Modelling  by Professor Huw Davies from the University of Liverpool

This work provided an excellent example of distributed memory programming (on the Cray T3E) in

conjunction with visualization.

ScientifScientifScientifScientifScientific ic ic ic ic VVVVVisualizaisualizaisualizaisualizaisualization on tion on tion on tion on tion on VVVVViririririrtual Reality Responsivtual Reality Responsivtual Reality Responsivtual Reality Responsivtual Reality Responsive e e e e WWWWWorororororkbenchkbenchkbenchkbenchkbench by Michal Koutek from the University

of Delft. Michal described application of a virtual reality workbench including a case study on

a flood control system.
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In addition to the technical sessions, a

number of other events were organised. One such

event was a talk by Professor Tom Kilburn (now re-

tired from the Department of Computer Science

at the University of Manchester)on the develop-

ment of ‘The Baby’ - the world’s first stored memory

computer, built at the University of Manchester in

1948. For further information, see the separate ar-

ticle about Professor Kilburn within this newsletter).

This was followed by a visit to the Museum of Sci-

ence and Industry, which now houses a replica of

the original Baby, after it had been rebuilt in the

same computer room that now houses the CSAR

Cray T3E.

A few comments from the participants:

“““““We could learn the up-to-date information and look back to the beginning of the computer with

Professor Kilburn.....”””””

 (Dr Ming Cai, University of Loughborough)

“““““The summer school program was well-designed and informative. I like in particular the lecture-

then-practical format. It gives a good feel for what has just been taught in the lecture.....”””””

(Bobby Cheng, University of Manchester)

“““““On the social aspects of the Summer School, I enjoyed meeting and talking to so many people from

different disciplines of science. The social events and especially the Saturday trip made my one and a

half weeks there enjoyable as well as educating.”””””

(Savas Parastatidis, University of Newcastle)

“ “ “ “ “ ... the whole Summer School was very interesting. And of course meeting other people working

with HPC was very nice.”””””

(Vegard Eide, University of Trondheim)

“““““I think the course was successful for me, as indicated by the fact that just one day after the end of

the summer school I started parallelizing my code using MPI.”””””

(Dr Tanja van Mourik, University College London)

In conclusion, the Summer School was a great success, with much being learnt, and all participants

sent home with very large folders of materials, as well as a CD, for further study. Preparations are now

being made for the next Summer School, in the year 2000. Please see http://www.man.ac.uk/mrccs/

summer_school/ for further details.

Finally it is recognised that an event such as this can happen only as a result of the hard work of

many people. Particular thanks should go to the speakers, to the participants themselves and to staff at

Manchester Computing.

The new Baby demonstrated its ability to run

programs (with more flashing lights than offered by

the T3E!) Interestingly a growing number of pro-

grams are being developed for the machine, al-

though portability is not one of the strong points.

Another ‘outside’ event was a trip to the Lake Dis-

tr ict. The objective was to walk round part of

Ullswater and travel back in comfort on the

‘Steamer’. However the predicted ‘light south east

winds’ reached 37 knots, resulting in a longer walk

than anticipated, but nobody complained

(much!).

Cont.
MRCCS News:  HPC Summer SchoolMRCCS News:  HPC Summer SchoolMRCCS News:  HPC Summer SchoolMRCCS News:  HPC Summer SchoolMRCCS News:  HPC Summer School¬¬¬¬ ¬ ¬¬ ¬¬¬ -



CSAR Focus,  Edition 4, January 2000.CSAR Focus,  Edition 4, January 2000.CSAR Focus,  Edition 4, January 2000.CSAR Focus,  Edition 4, January 2000.CSAR Focus,  Edition 4, January 2000.2020202020

      MRCCS Seminars      MRCCS Seminars      MRCCS Seminars      MRCCS Seminars      MRCCS Seminars

¬¬¬¬ ¬

¬¬ ¬¬¬
21 Jan21 Jan21 Jan21 Jan21 Jan

Terrence Fernando, CVE, University of Salford

Virtual Environments for Assessing Maintainability Issues of Products

28 Jan28 Jan28 Jan28 Jan28 Jan

Rupert Ford, Centre for Novel Computing,

Dept. of Computer Science, University of Manchester

Load Balancing the UKMO Weather Forecasting model

25 Feb25 Feb25 Feb25 Feb25 Feb

Keith Taylor, High Performance Computing Group, Manchester Computing

Running Distributed Applications between Three Hetereogeneous

Supercomputers

24 Mar24 Mar24 Mar24 Mar24 Marchchchchch

Andrew Coward, Southampton Oceanography Centre

Running the OCCAM code on the T3E

The Manchester Research Centre for Computational Science runs regular

seminars on all aspects of High Performance Computing and Data Visualisation. The seminars

are usually held on Friday afternoons in the Department of Computer Science.

To see the latest timetable of seminars, see http://www.man.ac.uk/mrccs/seminars/
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“….The most exciting time was June 1948

when the first machine worked. Without question,

nothing could ever compare with that.” Tom

Kilburn, Autumn 1992.

Professor Kilburn described how it all began

in the days when Britain was still trying to get back

to normal after the Second World War and when

many essentials were strictly rationed.

He described how he teamed up with Freddie

Williams, a well-known circuit engineer, at that time

in Telecommunication Research Establishment

(TRE).  After the war, Tom was asked by TRE to join

Freddie Williams at the University of Manchester

and it was here in January 1947 that the ‘Baby’

computer was to be born.

“….The most excit-“….The most excit-“….The most excit-“….The most excit-“….The most excit-

ing time was June 1948ing time was June 1948ing time was June 1948ing time was June 1948ing time was June 1948

when the first machinewhen the first machinewhen the first machinewhen the first machinewhen the first machine

wwwwworororororkkkkked.ed.ed.ed.ed.     WWWWWithout ques-ithout ques-ithout ques-ithout ques-ithout ques-

tion, nothing could evertion, nothing could evertion, nothing could evertion, nothing could evertion, nothing could ever

comparcomparcomparcomparcompare with thae with thae with thae with thae with that.t.t.t.t.”””””

- - - - - TTTTTom Kilburom Kilburom Kilburom Kilburom Kilburn,n,n,n,n,

Autumn 1992.Autumn 1992.Autumn 1992.Autumn 1992.Autumn 1992. ¬¬ ¬¬¬

¬¬¬¬ ¬

Professor Kilburn explained how the project

to continue digital storage of information on a

Cathode Ray Tube (CRT) stemmed from one of the

Radar Stream projects during the war.  He clearly

described a world where no software and hard-

ware existed.  At that time, the Mercury Acoustic

Delay Line was considered the only true electronic

store for future stored program computers. By Late

1946, Professor Freddie Williams had managed to

store a single bit on a CRT.

It took Professor Kilburn several months to sug-

gest an improved method that would use parallel

digital store and by the end of that year they were

able to store 2048 bits on the CRT which was truly

Random Access Memory. In his report in Decem-

ber 1947 to TRE, Professor Kilburn wanted to build a

machine that would test this storage and get his

second year in Manchester.

One of the highlights of the MRCCS Summer School wOne of the highlights of the MRCCS Summer School wOne of the highlights of the MRCCS Summer School wOne of the highlights of the MRCCS Summer School wOne of the highlights of the MRCCS Summer School was the lecturas the lecturas the lecturas the lecturas the lecture ge ge ge ge giviviviviven to the summer students ben to the summer students ben to the summer students ben to the summer students ben to the summer students byyyyy

PrPrPrPrProfessor Emerofessor Emerofessor Emerofessor Emerofessor Emeritus itus itus itus itus TTTTTom Kilburom Kilburom Kilburom Kilburom Kilburn.n.n.n.n.

¬¬¬¬ ¬

¬¬ ¬¬¬

Mohammad Khalil,
Manchester Computing

MRCCS Summer School LecturMRCCS Summer School LecturMRCCS Summer School LecturMRCCS Summer School LecturMRCCS Summer School Lecture  :e  :e  :e  :e  :
PrPrPrPrProfessor ofessor ofessor ofessor ofessor TTTTTom Kilburom Kilburom Kilburom Kilburom Kilburn  and then  and then  and then  and then  and the
Making of  the “Baby”Making of  the “Baby”Making of  the “Baby”Making of  the “Baby”Making of  the “Baby”
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The ‘MUSE’ was next to be built; it was 1000

times faster than the ‘Manchester Mark1’ and in

1962 was developed into the commercial machine

‘ATLAS’.  The ‘ATLAS’ was believed to be the most

powerful and sophisticated computer in the world

at that time.  Professor Kilburn’s team provided

large amounts of software as well as the hardware

for this ‘supercomputer’.  This computer provided

the ability to handle multiple number of programs.

It also introduced virtual input/output and had a

large operating system.  Many of the facilities we

take for granted on computers and operating sys-

tems today were invented here at the University of

Manchester for the ATLAS.

The ‘MU5’ was started in 1965 in close collabo-

ration with ICL and was aimed at making use of

High-Level Programming Languages, as these were

becoming increasingly popular in the world of com-

puting. This was fully operational in 1974. The com-

mercial ICL ‘2900 Series’ was based on the design

of the ‘MU5’. Professor Tom Kilburn pointed out how

the Chief Architect of ICL spoke of the MU5 last

year at the Computer 50 Celebrations in Manches-

ter, “The ‘MU5’ influenced the ‘2900 Series’ and will

continue to do so for 30 years into the next millen-

nium”.

During 1947 and early 1948, Professor Kilburn

led a team to build a small Scale Experimental Ma-

chine, the ‘Baby’.  Although there was a race on

both sides of the Atlantic to produce the first true

computer, on June 21st 1948, at the University of

Manchester, the world’s first stored-program elec-

tronic digital computer successfully executed its first

time.  The race was won by Professor Tom Kilburn

and his team; the world’s first stored program had

been invented.  Professor Kilburn then showed the

workings of the instruction set for the ‘Baby’ and

explained the function of the world’s first stored

computer program.

Professor Kilburn went on to explain the de-

velopments of many machines after the ‘Baby’.

The first of these was the ‘Manchester Mark 1’, this

was the full-scale computer based on the ‘Baby’

and was to use a magnetic drum as a secondary

storage and was completed at the end of 1949.  In

1951 the ‘Manchester Mark 1’ was replaced by the

‘Ferranti Mark 1’, a commercial development of

the Manchester machine.  The ‘MEG’ and ‘Transis-

tor Computer’ were the next to be developed by

Professor Kilburn and his team.  The ‘MEG’ was the

world’s first floating point machine and worked suc-

cessfully in 1954. The transistor technology machine

was duly completed in 1955. Professor Kilburn told

the students how the main use for these comput-

ers was pure mathematics and that no one could

have predicted the uses that exist today.

- Cont.
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Tom spoke of the University as a place where

an excellent computing service has been provided

since 1948. In the early days, service was provided

for people who came and did the programming

themselves on the machines.

It is true that without the inspirational ideas of

Professor Tom Kilburn, Professor Sir Freddie Williams

and their team, and their pioneering work on de-

velopment of their many machines, that the com-

puting world could not have been the same as we

see it. Maybe the high profile services like CSAR

may not have existed for some time to come.

As Professor Freddie William said “ But one day

it stopped, and there, shining brightly in the ex-

pected place, was the expected answer.  It was a

moment to remember. This was 21st of June 1948,

and nothing was ever the same again.”

Thank-you Professor Tom Kilburn for your con-

tribution to the world as we see it today.

MRCCS Summer School LecturMRCCS Summer School LecturMRCCS Summer School LecturMRCCS Summer School LecturMRCCS Summer School Lecture  :e  :e  :e  :e  :
PrPrPrPrProfessor ofessor ofessor ofessor ofessor TTTTTom Kilburom Kilburom Kilburom Kilburom Kilburn  and then  and then  and then  and then  and the
Making of  the “Baby”Making of  the “Baby”Making of  the “Baby”Making of  the “Baby”Making of  the “Baby” - Cont.
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Joanna LengJoanna LengJoanna LengJoanna LengJoanna Leng

I completed a degree in Biophysics at Leeds

University in 1989. After this I worked in medical labo-

ratories where I trained and qualified as a Medical

Laboratory Scientific Officer and helped develop

their work/computer systems.

In 1995 I came to the University of Manchester

to do a MSc in Computer Science. My thesis was

completed in the Manchester Visualisation Centre,

it was in the field of medical visualization. Straight

after this I worked on a JISC funded project at MVC

where I gave and developed training courses in

both medical and general visualisation, gave ad-

vice and support to academics using visualization

for medical purposes and developed code for sev-

eral medical visualisation projects. Users of the CSAR

service may recognize some of my work from the

CSAR 1999 calendar, the images of the Egyptian

Mummy were produced as a part of this project.

People FocusPeople FocusPeople FocusPeople FocusPeople Focus
¬¬¬¬ ¬ ¬¬ ¬¬¬

In this issues’s People Focus, Joanna Leng and Ben Jesson, who both joined the CSAR ApplicationsIn this issues’s People Focus, Joanna Leng and Ben Jesson, who both joined the CSAR ApplicationsIn this issues’s People Focus, Joanna Leng and Ben Jesson, who both joined the CSAR ApplicationsIn this issues’s People Focus, Joanna Leng and Ben Jesson, who both joined the CSAR ApplicationsIn this issues’s People Focus, Joanna Leng and Ben Jesson, who both joined the CSAR Applications

team durteam durteam durteam durteam during the summering the summering the summering the summering the summer,,,,, tell us a little bit a tell us a little bit a tell us a little bit a tell us a little bit a tell us a little bit about their bacbout their bacbout their bacbout their bacbout their backgrkgrkgrkgrkgroundsoundsoundsoundsounds...................................

My role in CSAR is to encourage the use of

visualisation and support researchers who wish to

do this. As a starting point I will be visualising seis-

mic data produced by academics using the T3E. I

will also be developing web based tools to help

users set jobs on the CSAR machines and in the

end to aid computational steering.

¬¬¬¬ ¬

¬¬ ¬¬¬
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I came to Manchester to join CSAR's optimisation group in July of this

year, having come straight from Oxford University where I spent four years

studying for a BA in chemistry, and then another four working for my doctorate.

The subject of the latter was the application of linear-scaling density functional

theory (DFT) molecular dynamics methods to the large-scale ab initio simulation

of metallic systems. My research was entirely computational in nature, and

involved writing a DFT molecular dynamics code, which I also parallelised for

Oxford's 84-processor Origin2000 computer. Somewhere along the way I also

managed to pick up an MA (Oxon) in nothing in particular.

Before going to Oxford I grew up in Sussex, spending far too much of my

time playing with computers. Studying chemistry provided something of a break

from this, during which time I managed to develop some more healthly pursuits.

These included representing my university in the Oxford-Cambridge Varsity

Juggling Matches of '93 and '94 (won one, lost one)! I also enjoy walking,

photography and boats, occasionally attempt to play tennis and in May 1998

managed to find time to get married.

                         People Focus:  Ben JessonPeople Focus:  Ben JessonPeople Focus:  Ben JessonPeople Focus:  Ben JessonPeople Focus:  Ben Jesson¬¬¬¬ ¬ ¬¬ ¬¬¬

Despite these distractions, the computational

nature of my doctorate reaffirmed that what I really

want to do is play with computers, preferably big

ones, and so here I am at CSAR! So far I am still

learning the ropes, but I have already become

involved with the organisation of the weekly

seminar series organised under the banner of the

Manchester Research Centre for Computational

Science (see http://www.man.ac.uk/mrccs/

seminars/) of which CSAR is a part.

I  have also done quite a bit of code

parallelisation and optimisation on the CSAR T3E for

the UKCP consortium, with which I was associated

as a student, and which is one of the biggest users

of CSAR's computing facilities. So far this has been

the aspect of my job that I enjoy the most, so I look

forward to providing some optimisation support for

a few more of the CSAR users out there!
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Paul White,
CSC/CSAR Systems
Administrator

Cray Cray Cray Cray Cray T3E T3E T3E T3E T3E WWWWWorororororkshopkshopkshopkshopkshop¬¬¬¬ ¬

¬¬ ¬¬¬ -

No one can doubt that the Cray T3E has been

an outstanding success in the field of massively

parallel computation. A look at the latest (Nov.

1999) “Top 500” list of Supercomputers shows that

24 out of the top 50 machines in the world are T3Es

(the CSAR machine being rated 14th overall and

7th in the list of T3Es).

In October, around 70 of us met for a 2-day

workshop, organised by the Cray User Group in

Princeton, NJ. The workshop covered all aspects

of the Cray T3E - applications, software updates,

and plans for the future.  In addition to systems

administrators (such as myself), there were devel-

opers from Cray/SGI and end users from a variety

of educational, commercial and government sites

in Europe and the US.

The close liaison between the developers and

the users of the T3E, encouraged by the Cray User

Group, has undoubtedly been a key factor in its

success. Presentations from developers and user

sites looked at the experiences that have been

learned over the past 2 or 3 years with the T3E, and

how many of these experiences have been fed-

back to the developers in order to enhance the

machine. An example of this is the “service limits”

feature of the global resource manager, which has

considerably reduced the wait time for interactive

usage and was installed on the CSAR machine

months ahead of its official release.

Papers were also presented on a wide range

of applications that have been successfully run on

the T3E. These included subjects as diverse as Geo-

physical Processing, Atmosphere Modelling, Plasma

Turbulence and Molecular Dynamics Simulations.

A group working on Complex Magnetic Systems

had achieved a sustained 1.02 Teraflops on a T3E

with 1480 processors, using full 64-bit arithmetic

throughout.  There was even a project to deploy

T3E systems on naval vessels, for which the crite-

rion for success was measured in gigaflops per cu-

bic foot!

It was difficult to find anyone with a bad word

to say about the T3E – it may well turn out to be the

most successful product that Cray have produced,

by whatever method is chosen to measure success.

The only dark cloud on the horizon was the uncer-

tainty over the future of Cray Research (SGI hav-

ing formed it into a separate business unit).  By the

time this article reaches the press, it may well be

that the issue has been resolved.

Looking to the future, there were presenta-

tions on 2 successor products to the T3E – the SV2

from Cray Research and the SN-IA from SGI.  Both

products are unlikely to be generally available for

at least 2 years, however. In the meantime, planned

enhancements to the T3E, in both software and

hardware, should ensure that the T3E remains at

the forefront of research the world over. The CSAR

Service will ensure that a world-class service will

continue to be available for scientists and engi-

neers in the UK.

A look aA look aA look aA look aA look at the lat the lat the lat the lat the latest (Notest (Notest (Notest (Notest (Novvvvvember 1999) ember 1999) ember 1999) ember 1999) ember 1999) “T“T“T“T“Top 500”op 500”op 500”op 500”op 500” list of Super list of Super list of Super list of Super list of Supercomputercomputercomputercomputercomputers shos shos shos shos shows thaws thaws thaws thaws that 24 out of the top 50t 24 out of the top 50t 24 out of the top 50t 24 out of the top 50t 24 out of the top 50

machines in the wmachines in the wmachines in the wmachines in the wmachines in the worororororld arld arld arld arld are e e e e T3EsT3EsT3EsT3EsT3Es..... ¬¬ ¬¬¬
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Dr Keith Taylor,
CSAR Application Support

SoftwSoftwSoftwSoftwSoftwararararare Updae Updae Updae Updae Update: FFTW – thete: FFTW – thete: FFTW – thete: FFTW – thete: FFTW – the
FFFFFastest Fourastest Fourastest Fourastest Fourastest Fourier ier ier ier ier TTTTTransfransfransfransfransforororororm in the m in the m in the m in the m in the WWWWWest!est!est!est!est!

¬¬¬¬ ¬   ¬  ¬   ¬  ¬  ¬  -

IntrIntrIntrIntrIntroductionoductionoductionoductionoduction

FFTW has been steadily acquiring a growing

reputation which culminated in the authors being

awarded the 1999 J. H. Wilkinson Prize for Numeri-

cal Software. I can only provide you with a taste in

this short article, but I hope your appetite will have

been sufficiently whetted for you to investigate fur-

ther on FFTW’s home web-page at:

http://www.fftw.org/

FFTW’FFTW’FFTW’FFTW’FFTW’s Prs Prs Prs Prs Pros os os os os And ConsAnd ConsAnd ConsAnd ConsAnd Cons

   Amongst its pros are

· It’s free!

· It’s in the public domain.

· It’s portable across a reasonably wide

range of machine types.

· It yields reasonable performance with little

effort.

· It includes parallel routines based on MPI.

It should also be noted that FFTW may con-

tain more functionality than a particular machine’s

native routines. For example, there is no 1-dimen-

sional Cray-specific parallel DFT for the T3E, but

FFTW has one!

One obvious con is that it may not be as effi-

cient as routines native to a particular machine,

but it quite often outperforms these. There is also

the slight annoyance that the MPI-based routines

are only available as C functions, although it should

be straightforward to interface them to Fortran.

Fortran versions already exist for the non-parallel

routines.

FFTW’s Methodology In BriefFFTW’s Methodology In BriefFFTW’s Methodology In BriefFFTW’s Methodology In BriefFFTW’s Methodology In Brief

   FFTW manages to achieve its remarkable

combination of portability, flexibility and perform-

ance by a methodology which combines knowl-

edge of your particular application, for example

the length of transform required, with that of the

computer architecture, to assemble an optimum

collection from a set of ‘codelets’ designed to

meet varying circumstances. This information is

summarised in the form of a ‘plan’.

   Plans may be created by using a crude es-

timate of the machine’s characteristics, or by a

process which tests var ious combinations of

codelets until the best one is found. The latter

method takes significantly longer, but once cre-

ated, the resulting plan can be used repeatedly in

your code, and may even be filed away for future

use! More details can be found in the various pa-

pers listed under ‘Documentation’ on the above

quoted web page.

Some ResultsSome ResultsSome ResultsSome ResultsSome Results

   Now for some evidence of FFTW’s efficacy.

In the following, I shall be comparing its perform-

ance on the Cray T3E-1200E here at Manchester,

with results kindly provided by Robert Allan of

Daresbury Laboratory (http://www.cse.clrc.ac.uk/

Person/r.j.allan) using Cray-specific routines. The

latter results are taken from a comprehensive sur-

vey, which is currently being prepared:

FFTW is a pacFFTW is a pacFFTW is a pacFFTW is a pacFFTW is a package of Discrkage of Discrkage of Discrkage of Discrkage of Discrete Fourete Fourete Fourete Fourete Fourier ier ier ier ier TTTTTransfransfransfransfransforororororm rm rm rm rm routines which havoutines which havoutines which havoutines which havoutines which have been dee been dee been dee been dee been devvvvveloped beloped beloped beloped beloped by May May May May Matteo Frtteo Frtteo Frtteo Frtteo Frigoigoigoigoigo

and Steand Steand Steand Steand Stevvvvven Gen Gen Gen Gen G..... Johnson of the Massachusetts Institute of  Johnson of the Massachusetts Institute of  Johnson of the Massachusetts Institute of  Johnson of the Massachusetts Institute of  Johnson of the Massachusetts Institute of TTTTTechnologyechnologyechnologyechnologyechnology.....
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R. J. Allan and K. Taylor; “Serial and Parallel FFT Routines”, edition 2, Parallel Applications Software

on High-Performance Computers; CLRC Daresbury Laboratory, Daresbury, 1999.

In assessing the comparison, it should be born in mind that I made no effort to optimize the FFTW

libraries when I installed them, preferring to see how the routines performed “straight off the web”. In

fact, only the compiler flag ‘-O3’ seems to be employed during the default installation. Presumably, the

Cray routines have been subjected to considerable performance enhancement by the company’s

optimizers.

Firstly, we examine

1-dimensional comple1-dimensional comple1-dimensional comple1-dimensional comple1-dimensional complex-complex-complex-complex-complex-complex rx rx rx rx results on 1 presults on 1 presults on 1 presults on 1 presults on 1 processor of a Cray ocessor of a Cray ocessor of a Cray ocessor of a Cray ocessor of a Cray T3E-1200ET3E-1200ET3E-1200ET3E-1200ET3E-1200E

Length of transfLength of transfLength of transfLength of transfLength of transfororororormmmmm   Mflops/s using FFTW  Mflops/s using FFTW  Mflops/s using FFTW  Mflops/s using FFTW  Mflops/s using FFTW  Mf Mf Mf Mf Mflops/s using ccflops/s using ccflops/s using ccflops/s using ccflops/s using ccfftftftftft

                 12                 12                 12                 12                 12 8.292E-018.292E-018.292E-018.292E-018.292E-01 1.533E+021.533E+021.533E+021.533E+021.533E+02
                 25                 25                 25                 25                 25 2.195E+002.195E+002.195E+002.195E+002.195E+00 1.377E+021.377E+021.377E+021.377E+021.377E+02
                 32                 32                 32                 32                 32 3.043E+003.043E+003.043E+003.043E+003.043E+00 2.929E+022.929E+022.929E+022.929E+022.929E+02
                 50                 50                 50                 50                 50 5.221E+005.221E+005.221E+005.221E+005.221E+00 2.017E+022.017E+022.017E+022.017E+022.017E+02
                 64                 64                 64                 64                 64 7.057E+007.057E+007.057E+007.057E+007.057E+00 4.048E+024.048E+024.048E+024.048E+024.048E+02
                100                100                100                100                100 1.178E+011.178E+011.178E+011.178E+011.178E+01 2.938E+022.938E+022.938E+022.938E+022.938E+02
                200                200                200                200                200 2.521E+012.521E+012.521E+012.521E+012.521E+01 3.313E+023.313E+023.313E+023.313E+023.313E+02
                400                400                400                400                400 4.904E+014.904E+014.904E+014.904E+014.904E+01 3.893E+023.893E+023.893E+023.893E+023.893E+02

      800      800      800      800      800 9.022E+019.022E+019.022E+019.022E+019.022E+01 3.867E+023.867E+023.867E+023.867E+023.867E+02
                1600                1600                1600                1600                1600 1.297E+021.297E+021.297E+021.297E+021.297E+02 2.762E+022.762E+022.762E+022.762E+022.762E+02
                3200                3200                3200                3200                3200 1.364E+021.364E+021.364E+021.364E+021.364E+02 1.019E+021.019E+021.019E+021.019E+021.019E+02
                6400                6400                6400                6400                6400 1.258E+021.258E+021.258E+021.258E+021.258E+02 7.759E+017.759E+017.759E+017.759E+017.759E+01
               10000               10000               10000               10000               10000 1.253E+021.253E+021.253E+021.253E+021.253E+02 7.375E+017.375E+017.375E+017.375E+017.375E+01

Not too flattering at the shorter lengths! However, FFTW is gaining by a significant margin, once we

have reached 3200 and beyond, in the region of more practical interest. After all, why use a T3E to

crack a nut!

Article cont.
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— indicates limit of benefit from parallelization reached

  * indicates N not divisible by “number of PEs”

Again, FFTW is none too impressive for the smaller sizes, although it is holding its own to a reasonable

degree. However, from 3840 onwards, FFTW is already outshining its native ‘pccfft2d’ competitor!

Mflops/s performance of complex 2-dimensional routines on T3E-1200E

No. of PEs 4 8 16 32 64 128 256 512
Size, routine
322, FFTW 202 211 125 82 --- --- --- ---
pccfft2d 176 233 309 372 * * *
642, FFTW 298 447 535 290 186 --- --- ---
pccfft2d 317 510 812 629 768 * *
1282, FFTW 266 579 920 1114 603 429 --- ---

298 715 1070 1236 1510 1985 *
2562, FFTW 215 470 1159 1755 2412 1258 988 ---
pccfft2d 368 609 1440 2751 3015 2558 2234
4802, FFTW 318 630 1149 1968 3079 4460 2668 1997
pccfft2d 588 1107 2038 * * *
5122, FFTW 235 459 865 1677 3462 4966 3245 2282
pccfft2d 288 569 1094 2285 3787 6522 6118
9602, FFTW 253 535 1181 2049 3586 5455 9077 5310
pccfft2d 620 1222 2206 3235 * *
10242, FFTW 244 471 911 1807 3059 5628 9917 5763
pccfft2d 305 586 1132 2220 3803 7803 11440
19202, FFTW 249 486 960 1894 3357 6162 10115 17400
pccfft2d 571 1142 2250 3484 7064 *
20482, FFTW 206 470 907 1713 3075 5994 10728 18928
pccfft2d 221 527 1020 2027 3464 7350 12210
38402, FFTW 233 463 900 1723 3370 6318 11381 19505
pccfft2d 416 957 1883 3325 6746 10380
40962, FFTW 187 377 851 1670 3064 5865 11076 19695
pccfft2d 329 730 1446 2515 5381 9525

Article cont.
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As part of CSAR's research into

metacomputing issues (see the article by John

Brooke in this issue), I will present a paper at the 1st

IEEE International Workshop on Cluster Computing

http://www.dgs.monash.edu.au/\~rajkumar/

tfcc/IWCC99/index.html

Networks of commodity workstations can of-

fer an effective platform for large scale parallel

processing. However such systems do not come

equipped with specialist operating systems and

customized batch job software. We have investi-

gated the running of parallel programs in a heavily

loaded cluster. We are seeking to determine

whether performance of such codes can be im-

proved by efficient cluster management software.

In the paper to be presented at the workshop,

we focus upon the widely used Load Sharing

Facility(LSF) from Platform Computing  and investi-

gate its ability to run both parallel and serial

simulations and increase the through-put of jobs

using a cluster of SG workstations. This is of consid-

erable interest to CSAR users as SGI have an-

nounced that LSF is to eventually replace NQE as

the batch job management system on SGI hard-

ware. Yet another sign that the distinction between

commodity computing and High Performance

computing is starting to blur.

Our experiments showed that LSF does a good

job in terms of balancing the load for serial jobs

and avoiding the machines with high processor

utilization rates.

Using the result of  the experiment, we cre-

ated a useful diagnostic tool for assessing the im-

pact of load balancing software.

We are continuing the research on this, look-

ing at the influence of  individual scheduling pa-

rameters on the elapsed time of the job to find the

set of the optimum parameters under particular

conditions of loading of the cluster. We are testing

to see if we can extend the simple performance

metric we have developed, to more general use.

To do this, it needs to be tested under a wide vari-

ety of conditions and using codes which have dif-

fering message-passing and load-balancing char-

acteristics.

For further interest, a postscript copy of the

paper can be obtained from my page on the CSAR

website:

 http://www.csar.cfs.ac.uk/staff/costen/

Fumie Costen,
CSAR Applications Support

The  EfThe  EfThe  EfThe  EfThe  Effects of Clusterfects of Clusterfects of Clusterfects of Clusterfects of Cluster
Management  on  ParallelManagement  on  ParallelManagement  on  ParallelManagement  on  ParallelManagement  on  Parallel
A p p l i c a t i o n sA p p l i c a t i o n sA p p l i c a t i o n sA p p l i c a t i o n sA p p l i c a t i o n s
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 The comparison is displayed in Figure 1 which

plots the ratio of He++ yield to He+ yield as a func-

tion of laser intensity at a wavelength of 390 nm.

The experimental results were obtained by Dr

DiMauro and his group at the Brookhaven National

Laboratory in the USA.

After discussions with Dr DiMauro at the 8th

International Laser Physics Workshop in Budapest

in early July 1999, the Queen's University Belfast

group got their complementary calculations

pushed through turing by the end of September in

time to be presented in an Invited Talk by Professor

Taylor at the 8th International Conference on

Multiphoton Processses held in Monterey, Califor-

nia in early October 1999.

The importance of the theoretical and com-

plementary laboratory work is that reliable quanti-

tative knowledge can thus be gained on the dy-

namics of a fundamental three-body charged par-

ticle quantum mechanical system (i.e. two elec-

trons and a bare nucleus) as it is driven far from

equilibrium by a strongly time-dependent force.

The light electrons of the system respond dramati-

cally to this force -supplied by the very high-inten-

sity femto-second laser pulse- whereas the much

heavier nucleus makes oscillations of negligible

amplitude.  A full-dimensionality treatment of the

electronic motion is essential to properly account

for both the angular momentum absorbed from the

laser pulse and the repulsive interaction between

the two electrons.

The Time-dependent Schrodinger Equation

(TDSE) governs the dynamics of the system.  This is

a partial differential equation (PDE), first order in

the time and, when written in full-dimensionality for

laser-driven helium, involves dependence on no

less than 5 spatial variables.  The Belfast group has

over the past six years been developing, and ex-

ploiting, state-of-the-art algorithms to solve such a

multi-dimensionality PDE on massively parallel

supercomputers.

Each of the 5 calculated points on Figure 1 is

obtained by solving the TDSE at the given laser in-

tensity and frequency.  The general rule is as fol-

lows: the longer the laser wavelength and/or the

higher the laser intensity, the more computationally

demanding are the calculations.  A wavelength of

390 nm proves an excellent meeting-ground be-

tween laboratory experiment and calculation now

possible with turing.  Most experiments on helium

are carried out at the Ti-Sapphire fundamental

wavelength of 780 nm which unfortunately is still

completely inaccessible for full-dimensionality cal-

culations - even with the power of turing!- at suffi-

ciently high intensities for double ionization to be

possible.  The work at 390 nm brought almost the

entire power of turing into play especially for the

two highest intensity points plotted in Figure 1. Thus

the highest intensity point required runs

accumululating to 48 wall-clock hours using simul-

taneously 455 of the 576 processors.

Professor Kenneth Taylor
Queen’s University Belfast

TTTTTurururururing has noing has noing has noing has noing has now made possible the fw made possible the fw made possible the fw made possible the fw made possible the fiririririrst comparst comparst comparst comparst comparison betwison betwison betwison betwison between reen reen reen reen results fresults fresults fresults fresults from a full-dimensional numerom a full-dimensional numerom a full-dimensional numerom a full-dimensional numerom a full-dimensional numericalicalicalicalical

model of mmodel of mmodel of mmodel of mmodel of multiphoton-double-ionizaultiphoton-double-ionizaultiphoton-double-ionizaultiphoton-double-ionizaultiphoton-double-ionization of helium and those frtion of helium and those frtion of helium and those frtion of helium and those frtion of helium and those from laom laom laom laom laboraboraboraboraboratortortortortory ey ey ey ey experxperxperxperxperiment.iment.iment.iment.iment.
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The laser pulse after an initial ramp-on over 4

cycles is al lowed to oscil late at a constant

amplitude of electric field for at least a further 20

cycles to ensure no transient character in the

electronic response remains.

The electrons of helium start out in their

ground state but, controlled by the TDSE, evolve

rapidly into one- and two-electron ioniz ing

wavepackets leaving the atom.  For the middle

point plotted on Figure 1

FigurFigurFigurFigurFigure 1.e 1.e 1.e 1.e 1.     The raThe raThe raThe raThe ratio of the prtio of the prtio of the prtio of the prtio of the probaobaobaobaobability fbility fbility fbility fbility for doubly ionizing the helium aor doubly ionizing the helium aor doubly ionizing the helium aor doubly ionizing the helium aor doubly ionizing the helium atom to thatom to thatom to thatom to thatom to that ft ft ft ft for singly ionizing it plotted agor singly ionizing it plotted agor singly ionizing it plotted agor singly ionizing it plotted agor singly ionizing it plotted againstainstainstainstainst

laser intensitylaser intensitylaser intensitylaser intensitylaser intensity.....          The laThe laThe laThe laThe laboraboraboraboraboratortortortortory ey ey ey ey experxperxperxperxperiment is thaiment is thaiment is thaiment is thaiment is that rt rt rt rt reporeporeporeporeported bted bted bted bted by B Sheehy B Sheehy B Sheehy B Sheehy B Sheehyyyyy,,,,, R Laf R Laf R Laf R Laf R Lafon,on,on,on,on, M  M  M  M  M WWWWWidmeridmeridmeridmeridmer,,,,, B  B  B  B  B WWWWWalkalkalkalkalker and L F DiMaurer and L F DiMaurer and L F DiMaurer and L F DiMaurer and L F DiMaurooooo

PhPhPhPhPhys Reys Reys Reys Reys Rev v v v v A58,A58,A58,A58,A58, 3942 (1998) and the tur 3942 (1998) and the tur 3942 (1998) and the tur 3942 (1998) and the tur 3942 (1998) and the turing calculaing calculaing calculaing calculaing calculation is btion is btion is btion is btion is by Jonay Jonay Jonay Jonay Jonathan Pthan Pthan Pthan Pthan Parararararkkkkkererererer,,,,, Laura Moor Laura Moor Laura Moor Laura Moor Laura Moore and Ke and Ke and Ke and Ke and Ken en en en en TTTTTaylor of Queen'saylor of Queen'saylor of Queen'saylor of Queen'saylor of Queen's

University Belfast.  All experimental points have been moved up in intensity by a global 23% which is within the statedUniversity Belfast.  All experimental points have been moved up in intensity by a global 23% which is within the statedUniversity Belfast.  All experimental points have been moved up in intensity by a global 23% which is within the statedUniversity Belfast.  All experimental points have been moved up in intensity by a global 23% which is within the statedUniversity Belfast.  All experimental points have been moved up in intensity by a global 23% which is within the stated

uncerunceruncerunceruncertainty in the latainty in the latainty in the latainty in the latainty in the laboraboraboraboraboratortortortortory detery detery detery detery determinaminaminaminamination of laser intensitytion of laser intensitytion of laser intensitytion of laser intensitytion of laser intensity.....

(at intensity 6.5 X 1014 W/cm2  Figures 2(a) and

(b) display respectively the time-dependence of

the single and double ionization yield these

wavepacket motions give rise to.  Note that on

each half-cycle of the laser pulse there is an

additional step-wise contribution to each yield

corresponding to the liberation of wavepackets.

What is plotted in Figure 1 is the essentially constant

value of the ratio between these yield rates once

the initial laser ramp-on is over.

Article cont.
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 Although these German exper iments

operated at 780 nm, there is no physical reason for

the electronic dynamics to be qualitatively

different from those explored in the tur ing

calculations at 390 nm.

The electronic response of hel ium can

however be expected to be very different for

substantially shorter laser wavelengths e.g. in the

vicinity of 20 nm.  Free-electron laser sources in

Germany and elsewhere are now making this new

shorter wavelength range avai lable to

experimentalists.  At traditionally used wavelengths

(e.g. 390 nm) at intensities around 1.0 X 1015 W/cm2

the atom ionizes overwhelmingly in a sequential

manner.  At the much shorter wavelength of 20 nm,

physical considerations borne out by exploratory

calculations on turing indicate the contrary.

Indeed the response of the less-tightly-bound outer

two electrons of alkaline earth atoms can be

expected to be much less sequential when

exposed to laser pulses at standard wavelengths

operating at lower intensities around  1.0 X 1015 W/

cm2

The analysis of the data produced in the turing

calculations brings out much richer information on

the dynamicsof this three-body system than

emerges from the Stoneybrook experiment.  In this

analysis, scientific visualisation methods have

played a crucial role and these have also been

developed for this problem in recent years by the

Belfast group, most notably by Dr Daniel Dundas.

For laser pulses of wavelength  between 248 and

390 nm it has been possible from this scientific

visualisation analysis to determine, for example,

that in the two-electron ionizing wavepackets both

electrons emerge on the  same side of the nucleus

and with near zero angle initially between their

directions of motion.  This result is contrary to that

predicted by many other, less complete, theoretical

approaches.

However new results f rom two German

experiments reported at the Monterey meeting

have provided the first experimental confirmation

of the two-electron wavepacket dynamics found

in the turing calculations.

FigurFigurFigurFigurFigure 2.e 2.e 2.e 2.e 2.     The cumThe cumThe cumThe cumThe cumulaulaulaulaulativtivtivtivtive ionizae ionizae ionizae ionizae ionization yields as a function of time ftion yields as a function of time ftion yields as a function of time ftion yields as a function of time ftion yields as a function of time for single ionizaor single ionizaor single ionizaor single ionizaor single ionization (a) and ftion (a) and ftion (a) and ftion (a) and ftion (a) and for doubleor doubleor doubleor doubleor double

ionizaionizaionizaionizaionization(b) of helium ftion(b) of helium ftion(b) of helium ftion(b) of helium ftion(b) of helium for the turor the turor the turor the turor the turing calculaing calculaing calculaing calculaing calculation in Figurtion in Figurtion in Figurtion in Figurtion in Figure 1 ae 1 ae 1 ae 1 ae 1 at a laser intensity of 6.5 X 10t a laser intensity of 6.5 X 10t a laser intensity of 6.5 X 10t a laser intensity of 6.5 X 10t a laser intensity of 6.5 X 101414141414     W/cmW/cmW/cmW/cmW/cm22222.....
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 The Belfast group, through the ful l -

dimensionality approach developed on massively

parallel machines, is now uniquely well-placed to

investigate the qualitatively new physics arising in

these cases.

The work at Belfast described above forms

part of the activity of the Multiphoton and Electron

Collision Processes HPC Consortium operating at

CSAR.

Article cont.
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The course calendar for the 2nd semester, is now available. Bookings for courses must be made in

advance via the CSAR Helpdesk: csar-advice@cfs.ac.uk. All the courses will be held at the University of

Manchester.

Courses are available to everyone. For up to date details, please see: http://www.csar.cfs.ac.uk/using/

courses.shtml

HPC/CSAR Course CalendarHPC/CSAR Course CalendarHPC/CSAR Course CalendarHPC/CSAR Course CalendarHPC/CSAR Course Calendar
2nd Semester 99/002nd Semester 99/002nd Semester 99/002nd Semester 99/002nd Semester 99/00

¬¬¬¬ ¬ ¬¬ ¬¬¬
11111

Using the CSAR Service - D. Kidger- D. Kidger- D. Kidger- D. Kidger- D. Kidger

17 - 1817 - 1817 - 1817 - 1817 - 18 (2 days)

Parallel Vector Processing on Fujitsu VPP 300 - D- D- D- D- D.Kidger.Kidger.Kidger.Kidger.Kidger,,,,, M.P M.P M.P M.P M.Pettipherettipherettipherettipherettipher

24 - 2524 - 2524 - 2524 - 2524 - 25 (2 days)

C++ for Scientific Applications - J- J- J- J- J..... Br Br Br Br Brookookookookookeeeee

Porting/Optimising for the Cray T3E - D.Kidger- D.Kidger- D.Kidger- D.Kidger- D.Kidger

1313131313
Utilising Clustering Systems - M.Pettipher- M.Pettipher- M.Pettipher- M.Pettipher- M.Pettipher

2121212121
Using the CSAR Service - D.Kidger- D.Kidger- D.Kidger- D.Kidger- D.Kidger

2222222222
Introduction to Programming with MPI - S.Pickles- S.Pickles- S.Pickles- S.Pickles- S.Pickles

2727272727
Introduction to High Performance Computing       - F- F- F- F- F.Costen.Costen.Costen.Costen.Costen
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33333
Shared Memory Parallelisation with Open/MP - M.Bane- M.Bane- M.Bane- M.Bane- M.Bane

44444
        Shared Memory Parallelisation with Threads          - J- J- J- J- J.Br.Br.Br.Br.Brookookookookookeeeee

55555
          Introduction to LSF for Clustered Systems - M.Pettipher- M.Pettipher- M.Pettipher- M.Pettipher- M.Pettipher

1010101010
            Using the CSAR Service - D.Kidger- D.Kidger- D.Kidger- D.Kidger- D.Kidger

1111111111
            Java for High Performance Computing - A.Dodd, D.Kidger- A.Dodd, D.Kidger- A.Dodd, D.Kidger- A.Dodd, D.Kidger- A.Dodd, D.Kidger

1212121212
            Introduction to High Performance Fortran - K.Roy, Pettipher- K.Roy, Pettipher- K.Roy, Pettipher- K.Roy, Pettipher- K.Roy, Pettipher

 15-17 15-17 15-17 15-17 15-17 (3 days)

Porting/Optimising for the Cray T3E - D- D- D- D- D.Kidger.Kidger.Kidger.Kidger.Kidger,,,,, M.Foster M.Foster M.Foster M.Foster M.Foster

 22 22 22 22 22
Introduction to Programming with MPI - S.Pickles- S.Pickles- S.Pickles- S.Pickles- S.Pickles

 23 23 23 23 23
Advanced MPI - S. Pickles- S. Pickles- S. Pickles- S. Pickles- S. Pickles

 24 24 24 24 24
Shared Memory Parallelisation with Open/MP - M.Bane- M.Bane- M.Bane- M.Bane- M.Bane
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Advanced MPIAdvanced MPIAdvanced MPIAdvanced MPIAdvanced MPI

Prerequisites:  Attendance at the Introduction

to Programming with MPI, or a good working

knowledge of the topics covered.  The ability to

program in Fortran or C and familiarity with Unix.

A one day workshop with lectures and

practical sessions.

This course covers advanced features of MPI

(Message Passing Interface), including the following

topics:

· MPI derived types

· Groups, Contexts, Communicators

· Process Topologies

· More collective communication

· Future developments (MPI-2)

IntrIntrIntrIntrIntroduction  to High Poduction  to High Poduction  to High Poduction  to High Poduction  to High Perferferferferfororororormance Formance Formance Formance Formance Fortrantrantrantrantran

Prerequisites: The ability to program in Fortran

or programming experience in other high level

languages.

High Performance Fortran (HPF) is a superset

of Fortran 90 containing extensions to Fortran 90 to

support data parallel programming.  HPF allows

programmers to produce portable code for parallel

machines, without the difficulty of providing explicit

message passing calls.  This one day ‘hands-on’

course provides an overview of the HPF language.

Major topics include: relevant features of Fortran

90, the HPF model, HPF directives, data distribution,

data parallelism, intrinsic and library procedures,

extrinsic procedures and subset HPF.

IntrIntrIntrIntrIntroduction to High Poduction to High Poduction to High Poduction to High Poduction to High Perferferferferfororororormance Computingmance Computingmance Computingmance Computingmance Computing

Prerequisites:  Fortran or C programming

experience.

This is a one day seminar for new and potential

users of the CSAR service, and for other people who

are interest in the topic of High Performance

Computing.  The following topics will be covered:

· Need for HPC

· Vector and parallel computing

· Parallel decomposition

· Parallel programming paradigms

IntrIntrIntrIntrIntroduction to Production to Production to Production to Production to Programming with MPIogramming with MPIogramming with MPIogramming with MPIogramming with MPI

Prerequisites: The ability to program in Fortran

and C and famil iar ity with Unix.  Some

acquaintance with the terminology of High

Performance Computing, such as that covered by

the Introduction to High Performance Computing

course, is also desirable.

A one day workshop with lectures and

practical sessions.

MPI (Message Passing Interface) has emerged

as the de-facto standard for writing portable,

message-passing programs in parallel processing

environments.  This course introduces the basic

essentials of MPI, yet the material covered is

sufficient to parallelize a wide range of serial codes.

Topics covered include:

· The message-passing paradigm

· Point to point communication

· Synchronisation

· Basic collective communication (reduction

 operations, broadcast)

HPC/CSAR Course DescriptionHPC/CSAR Course DescriptionHPC/CSAR Course DescriptionHPC/CSAR Course DescriptionHPC/CSAR Course Description
2nd Semester 99/002nd Semester 99/002nd Semester 99/002nd Semester 99/002nd Semester 99/00
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SharSharSharSharShared Memored Memored Memored Memored Memory Py Py Py Py Parallelisaarallelisaarallelisaarallelisaarallelisation with Open/MPtion with Open/MPtion with Open/MPtion with Open/MPtion with Open/MP

Prerequisites: You should have used either

Fortran 77 or Fortran 90 to write programs. Familiarity

with Unix, emacs or vi, and the X Window System is

highly desired.

OpenMP can be used to run Fortran and C

programs in parallel on a shared memory computer,

such as the SGI Origin2000s kilburn.mcc.ac.uk and

fermat.cfs.ac.uk.  The OpenMP specification is now

widely accepted and suitable compilers are now

provided by all major hardware vendors, including

SGI, Sun, Compaq/DEC, Intel, HP and IBM.

To use OpenMP you simply add directives to

your code. This 1 day course will cover all the

important directives and include plenty of hands-

on exercises for you to learn how to parallelise your

code. Where appropriate, emphasis will be given

to the practical use of OpenMP.

The day will also include a very brief overview

of concepts of parallel programming and an

introduction to the performance analysis tools

perfex and SpeedShop.

About a third of the day will involve practical

exercises. Note that the examples will be in Fortran

only, and will be run on an Origin2000.  C examples

wi l l  be avai lable on the C++ for Scientif ic

Applications course.

An IntrAn IntrAn IntrAn IntrAn Introduction to LSF foduction to LSF foduction to LSF foduction to LSF foduction to LSF for Clusteror Clusteror Clusteror Clusteror Clustered Systemsed Systemsed Systemsed Systemsed Systems

Prerequisites: The ability to program in Fortran

or C and familiarity with Unix.

When individual systems are combined into a

single clustered resource, it is possible to increase

the overall throughput of work, and also to run

parallel programs which may require more memory

than is available on a single system.  This can be

effectively achieved only via an appropr iate

Cluster Management System.  LSF (Load Sharing

Facility) is a widely used and highly regarded

system.  This one-day course will describe the basic

features of LSF showing how it may be used to make

best use of a clustered system.

SharSharSharSharShared Memored Memored Memored Memored Memory Py Py Py Py Parallelisaarallelisaarallelisaarallelisaarallelisation with tion with tion with tion with tion with ThrThrThrThrThreadseadseadseadseads

Prerequisites:  The ability to program in C and

familiarity with Unix.

Multithreading is a modern programming

paradigm for implementing parallel applications on

shared memory multiprocessors.  This 1 day course

is targeted at individuals with not previous MT

programming experience.  Topics covered include:

· Parallel computing and multithreading

· Multithreading basics

· Creating and managing threads

· Synchronising threads

On line access with examples and exercises is

an integral part of the course.

Utilising ClusterUtilising ClusterUtilising ClusterUtilising ClusterUtilising Clustered Systemsed Systemsed Systemsed Systemsed Systems

Prerequisites: Familiarity with a high level

language such as Fortran or C.

Uti l i s ing clustered systems (whether

workstations or PCs) for parallel computing has

emerged as a key technology over the last few

years.  This course will present an overview of the

current developments in hardware and software

and covers system and network configuration,

languages, libraries and tools which can be used

to develop and utilise these clusters for parallel

computing.

HPC/CSAR Course DescriptionHPC/CSAR Course DescriptionHPC/CSAR Course DescriptionHPC/CSAR Course DescriptionHPC/CSAR Course Description
2nd Semester 99/002nd Semester 99/002nd Semester 99/002nd Semester 99/002nd Semester 99/00
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IntrIntrIntrIntrIntroduction to Using the SGI Oroduction to Using the SGI Oroduction to Using the SGI Oroduction to Using the SGI Oroduction to Using the SGI Origigigigigin2000in2000in2000in2000in2000

Prerequisites: You should have used Unix

before and be familiar with Fortran.

This new 1 day course acts as an introduction

to using the SGI Origin2000 high performance

computer. Topics covered include: overview of the

system architecture, making good use of the

compilers, performance analysis tools, and running

programs interactively and in batch under NQS.

There will be a brief discussion of the use of the

autoparalleliser.

This is not an introduction to Unix course. For

in-depth optimisation and more discussion and

practicals concerning shared memory

parallel isation, please attend the 3 day SGI

Origin2000 Optimisation and Parallelisation course.

SGI Origin2000 Optimisation and ParallelisationSGI Origin2000 Optimisation and ParallelisationSGI Origin2000 Optimisation and ParallelisationSGI Origin2000 Optimisation and ParallelisationSGI Origin2000 Optimisation and Parallelisation

Prerequis ites:  Practical exper ience of

programming in either Fortran 77 or Fortran 90 is

essential.  Familiarity with Unix, X Window System,

and make/makefiles is required.

This intensive 3 day course will help users

understand the key features of the SGI Origin2000

and how to get the most from codes run on this

machine.

Issues covered include: system architecture,

program development tools, RISC optimisation

techniques, performance analysis tools, compiler

options, concepts of paral lel isat ion, data

dependency analysis and shared memory

programming using OpenMP.

The course will be very intensive and include

several practical sessions (Fortran only) covering the

salient points of the course.  C examples will be

available on the C++ for Scientific Applications

course.

JJJJJavavavavava fa fa fa fa for High Por High Por High Por High Por High Perferferferferfororororormance Computingmance Computingmance Computingmance Computingmance Computing

Java is now firmly established as the language

of choice for many application areas, particularly

for situations where the code must be extremely

robust and portable.  It naturally supports multi-

threading which al lows a code to run

simultaneously over several processors. However,

currently Java code is slow to run compared to

Fortran90 and C.

This course looks at why Java is a good

language for ‘application codes’ such as in

computational chemistry or fluid mechanics, and

explores how these codes can be made to run

almost as fast as i f  in native Fortran whi lst

maintaining Java’s flexibility and portability, and

how the same code can be run on single and

parallel architectures.

C++ for Scientific ApplicationsC++ for Scientific ApplicationsC++ for Scientific ApplicationsC++ for Scientific ApplicationsC++ for Scientific Applications

Prerequisites: Famil iar ity with the topics

covered in the Programming in C++ course or

considerable programming experience in C or C++.

Famil iar ity with the topics covered in the

Introduction to Unix course.

This course examines the use of C++ in high

performance computing applications.  The course

concentrates on the implementation of numerical

methods in C++, and how object-or iented

programming can create general classes for

scientific applications.  The course will be given on

a Unix platform.

HPC/CSAR Course DescriptionHPC/CSAR Course DescriptionHPC/CSAR Course DescriptionHPC/CSAR Course DescriptionHPC/CSAR Course Description
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PPPPParallel arallel arallel arallel arallel VVVVVector Prector Prector Prector Prector Processing on Fujitsu ocessing on Fujitsu ocessing on Fujitsu ocessing on Fujitsu ocessing on Fujitsu VPP 300VPP 300VPP 300VPP 300VPP 300

Prerequisites:  Fortran or C programmer with

message passing experience, Unix.

This is a two day course with lectures and

practical sessions which is designed to cover the

fundamentals of vector processing, with specific

reference to efficient usage of the Fujitsu VPP 300.

The following topics will be covered:

· System architecture

· Vectorisation

· Parallel issues specific to VPP 300

· Optimising tools

· Debugging tools

Using the CSAR ServiceUsing the CSAR ServiceUsing the CSAR ServiceUsing the CSAR ServiceUsing the CSAR Service

Prerequisites:  Experience of programming in

a Unix environment (Fortran, C, Java etc.).

This is a one day seminar for new users of the

CSAR service.  It provides basic information on how

to use the systems and resources provided by this

service.  The following topics will be covered:

· Basic hardware configuration

· Files, file systems and tape archiving

· Available software packages (including shells,

editors, compilers and applications)

· Compiling a sample program

· Submitting batch jobs on turing,  fermat  and

 fuji

· Basic profiling and debugging

· Self registration for new users

· Support (WWW, email, the helpdesk system,

specialist applications staff, service quality tokens)

HPC/CSAR Course DescriptionHPC/CSAR Course DescriptionHPC/CSAR Course DescriptionHPC/CSAR Course DescriptionHPC/CSAR Course Description
2nd Semester 99/002nd Semester 99/002nd Semester 99/002nd Semester 99/002nd Semester 99/00
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Porting/Optimising for the Cray T3E-1200EPorting/Optimising for the Cray T3E-1200EPorting/Optimising for the Cray T3E-1200EPorting/Optimising for the Cray T3E-1200EPorting/Optimising for the Cray T3E-1200E

Prerequisites:  Fortran or C programmer with

message passing experience, Unix.

This is a 3 day workshop which includes lectures

and practical sessions.

The Cray T3E, which provides the major

computing resource of the CSAR service, is a very

powerful, but also a limited resource.  This course is

designed to provide information and instruction for

programmers who wish to use the specific hardware

features of the system to maximise the efficiency of

their codes.

· System architecture

· Single node optimisation

· Use of libraries

· SHMEM programming

· Benchlib

· I/O

· Optimising tools

· Debugging tool
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        23-2523-2523-2523-2523-25
                Workshop on Advanced Data Storage/Management and

                  Techniques for HPC, CLRC Daresbury Laboratory, UK

        http://www.dl.ac.uk/TCSC/datamanagement/conf2.html

23-2523-2523-2523-2523-25
           Second International Workshop on Next Generation Climate Models

       for Advanced HPC Facilities, Toulouse, France.

         http://www.tokyo.rist.or.jp/workshop/

30-1 April30-1 April30-1 April30-1 April30-1 April
         Meeting on Large-Scale Computations in the Simulation of Materials

       Center for Nonlinear Analysis, Carnegie Mellon University, Pittsburg,

      USA.  http://www.math.cmu.edu/cna/conferences.html

Check out our list of conferences. This includes not only CSAR related events but details of other

events related to High Performance Computing:
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22-2522-2522-2522-2522-25
                         2000 International Parallel CFD Conference, Trondheim, Norway

        http://www.parcfd.org

10-1210-1210-1210-1210-12
       The 8th International Conference on High Performance Computing

       and Networking Europe, Amsterdam, The Netherlands.

         http://www.wins.uva.nl/events/HPCN2000/
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3-53-53-53-53-5
       3rd European Metacomputing Workshop, HLRS Stuttgart, Germany

       http://www.hlrs.de/meta2000.html

  3-4  3-4  3-4  3-4  3-4
         AWE International Conference on Exploiting Leading-Edge High

       Performance Computing, Keble College, Oxford

          http://www.awe.co.uk/hpc
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      21-2321-2321-2321-2321-23
            4th International Meeting on Vector and Parallel Processing

                    (VECPAR'2000), Porto, Portugal.

http://www.fe.up.pt/vecpar2000

      16-18      16-18      16-18      16-18      16-18
 ERCOFTAC Symposium: From Tetraflops to Petaflops - Supercomputing

  in the New Millennium, HLRS Stuttgart, Germany

                http://www.hlrs.de/news/events/1999/peta.html

       29-1 September       29-1 September       29-1 September       29-1 September       29-1 September
                                              Euro-Par 2000,  the Technical University of Munich, Munich,

             Germany.

  http://wwwbode.in.tum.de/~europar/

        7-8         7-8         7-8         7-8         7-8 (to be conf(to be conf(to be conf(to be conf(to be confiririririrmed)med)med)med)med)

 Sixth European SGI/Cray MPP Workshop, Manchester Computing,

 University of Manchester, Manchester, UK

        EarEarEarEarEarly September (daly September (daly September (daly September (daly September (date to be confte to be confte to be confte to be confte to be confiririririrmed)med)med)med)med)

 Supercomputing with Linux, Second MRCCS High Performance

 Computing Summer School, Manchester Computing, University of

                      Manchester, Manchester, UK

Forthcoming EventsForthcoming EventsForthcoming EventsForthcoming EventsForthcoming Events¬¬¬¬ ¬ ¬¬ ¬¬¬
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 9-21 9-21 9-21 9-21 9-21
               9th Annual EPSRC Summer School in Numerical Analysis,

     University of Durham, UK.

     http://fourier.dur.ac.uk:8000/nass
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