HMMER User’'s Guide

Biological sequence analysis using profile hidden Markov models

http://hmmer.wustl.edu/
Version 2.2; August 2001

Sean Eddy
Howard Hughes Medical Institute and Dept. of Genetics
Washington University School of Medicine
660 South Euclid Avenue, Box 8232
Saint Louis, Missouri 63110, USA
eddy @genetics.wustl.edu
With contributions by Ewan Birneyb{rney @sanger.ac.uk)



Copyright (C) 1992-2001, Washington University in St. Louis.

Permission is granted to make and distribute verbatim copies of this manual provided the copyright notice
and this permission notice are retained on all copies.

The HMMER software package is a copyrighted work that may be freely distributed and modified under

the terms of the GNU General Public License as published by the Free Software Foundation; either version
2 of the License, or (at your option) any later version. Some versions of HMMER may have been obtained
under specialized commercial licenses from Washington University; for details, see the files COPYING

and LICENSE that came with your copy of the HMMER software.

This program is distributed in the hope that it will be useful, but WITHOUT ANY WARRANTY; without
even the implied warranty of MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.

See the Appendix for a copy of the full text of the GNU General Public License.



Contents

Tutorial 6
1.1 TheprogramsinHMMER . . . . . . . . . . . . ... . .. 6
1.2 Filesusedinthetutorial . . . . . . . . . . . . . 7
1.3 Searching a sequence database with a single profle HMM . . . . . .. .. ... ... ... 7
HMM construction with hmmbuild . . . . . . ... ... o o o 7
HMM calibration with hmmcalibrate . . . . . . .. ... ... ... ... ... ..., 8
Sequence database search witimmsearch . . . . . .. ... ... .. ... ....... 9
Searching major databases like NR or SWISSPROT . . . . . . ... ... ... ....... 12
Local alignment searches withmmsearch . . . . . ... ... ... ... ........ 12
1.4 Searching a query sequence against a profile HMM database . . . ... ... ... ... .. 13
Creating your own profile HMM database . . . . . . . . . ... ... . ... ........ 13
Parsing the domain structure of a sequence witmmpfam . . . . . . .. ... ... ... 13
Downloading the PFAM database . . . . . . . . ... ... .. ... .. ... .. ..., 15
1.5 Maintaining multiple alignments withhmmalign . . . . . . .. ... ... ... ..... 15
Introduction 16
2.1 Profile HMMS . . . . . . e 16
2.2 Primary changes from HMMER 1.X . . . . . . . . . . . . . i 17
23 Plan7 . . . e 18
The Plan 7 architecture . . . . . . . . . . . . . e 18
LocalalignmentsinPlan7 . . . . . . . . . . . . . e 19
The Plan7nullmodel . . . . . . . . . . . e 20
Wing retraction in Plan 7 dynamic programming . . . . . . . . . . .. ..o 21
2.4 Sequencefileformats . . . . . . . . . 21
25 Commandline options . . . . . . . . . . e 22
2.6 Environmentvariables . . . . . . ... 22
2.7 Other profile HMM implementations . . . . . . . . . . . . ... . . ... . . e 23
Manual pages 24
3.1 HMMERprofile hidden Markov model software . . . . .. .. ... ... ......... 24
SYNOPSIS . . o o 24
Description . . . . . . . e e e e 24
OPLIONS . . . . o e 24
Sequence File Formats . . . . . . . . . . e 25
Environment Variables . . . . . . ... 25
3.2 hmmalign - align sequencestoan HMMprofile . . . . . .. .. .. .. ... ... .... 26
SYNOPSIS . . o 26



Description . . . . . . . e 26

OPLIONS . . . . o e 26
EXpert Options . . . . . . L e e e e 26
3.3 hmmbuild - build a profile HMM from an alignment . . . . . . . ... ... ... .. .. 28
SYNOPSIS . . . . e e e 28
Description . . . . . . .. e e e e 28
OPLIONS . . . . o 28
EXpert Options . . . . . . . e e e e e e 29
3.4 hmmcalibrate - calibrate HMM search statistics . . . . .. ... ... ... ...... 32
SYNOPSIS . . . . e e e e e e e e e 32
Description . . . . . . . 32
OplioNSs . . . . e e e e e e 32
EXpert Options . . . . . . . . 32
3.5 hmmconvert - convert between profile HMM file formats . . . . ... .. ... ... .. 34
SYNOPSIS . . o 34
Description . . . . . .. e 34
OptioNSs . . . . e e 34
3.6 hmmemit - generate sequences from a profle HMM . . . . . . . ... ... ... ..... 35
SYNOPSIS . . . . e e e e 35
Description . . . . . . . 35
OptioNSs . . . . e e e 35
EXpert Options . . . . . . . . e 35
3.7 hmmfetch -retrieve an HMM from an HMM database . . . . . ... ... ... ... .. 36
SYNOPSIS . . o o 36
Description . . . . . . . e e e 36
OPLIONS . . . . o 36
3.8 hmmindex - create a binary SSl index foran HMM database . . . . ... ... ... ... 37
SYNOPSIS . . . o e e e e e e e 37
DesCription . . . . . . 37
OptioNSs . . . . e e e e e 37
3.9 hmmpfam- search one or more sequences againstan HMM database . . ... ... .. .. 38
SYNOPSIS . . . . e e e e e e e 38
Description . . . . . . . 38
OplioNSs . . . . e e e e e 38
EXpert Options . . . . . . . 39
3.10 hmmsearch - search a sequence database with a profle HMM . . . . . . .. .. ... .. 41
SYNOPSIS . . o 41
Description . . . . . .. e 41
OptioNSs . . . . e e e e 41
EXpert Options . . . . . . . L e e 42
3.11 afetch - retrieve an alignment from an alignment database . . . .. ... ... .. .. .. 44
SYNOPSIS . . o 44
Description . . . . . . . e e 44
OPLIONS . . . . o e 44
EXpert Options . . . . . . . e e e e 44
3.12 alistat - show statistics for a multiple alignmentfile . . . ... ... ... ... .... 45
SYNOPSIS . . . o e e e e 45



Description . . . . . . . e 45

OPLIONS . . . . o e 45
EXpert Options . . . . . . L e e e e 46
3.13 segstat - show statistics and format for a sequencefile . . ... ... ... ... .... 47
SYNOPSIS . . . . e e e 47
Description . . . . . . .. e e e e 47
OPLIONS . . . . o 47
EXpert Options . . . . . . . e e e e e e 47
3.14 sfetch - get a sequence from a flatfile database. . . . . ... ... ... ... ...... 48
SYNOPSIS . . . . e e e e e e e e e 48
Description . . . . . . . 48
OplioNSs . . . . e e e e e e 48
EXpert Options . . . . . . . . 49
3.15 shuffle - randomize the sequences in a sequencefile . . . . . ... ... ... ...... 50
SYNOPSIS . . o 50
Description . . . . . .. e 50
OptioNSs . . . . e e 50
EXpert Options . . . . . . . 51
3.16 sreformat - convert sequence file to differentformat . . . . .. ... ... ... .. .. 52
SYNOPSIS . . o 52
Description . . . . . . . e e e 52
OPLIONS . . . o o e 52
EXpert Options . . . . . . . e e e e 53
File formats 55
41 HMMERsavefiles . . . . . . . . . e 55
Header section . . . . . . . . . . . 56
Main model section . . . . . . . . . 59
Renormalization . . . . . . . . . . e e 60
Note todevelopers . . . . . . . . . . . e e e e 61
4.2 HMMERnullmodelfiles . . . . . . . . . . . . e 61
4.3 HMMERpriorfiles . . . . . . . . e e e 62
4.4 Sequencefiles . . . . . . 63
Supported fileformats .. . . . . . . . . .. 63
FASTA unaligned sequenceformat . . . . . . . . . . . . .. .. ... ... ... . 63
Stockholm, the recommended multiple sequence alignmentformat . . . . . ... ... ... 64
Syntax of Stockholmmarkup . . . . . . . ... 65
Semantics of Stockholmmarkup . . . . . . . .. .. 65
Recognized#=GS annotations . . . . . . . . . . . . . .. . 66
Recognized #=GC annotations . . . . . . . . . . . . . . . e 66
Recognized#=GR annotations . . . . . . . . . . . . . . ... e 67
SELEX alignmentformat . . . . . . . . . .. 67
An example SELEX file with annotation . . . . . . .. ... ... ... ........... 70
45 Countvectorfiles . . . . . . . L e 71



5 Installation 73

5.1 Systemrequirements and portability . . . . . ... ... Lo oL 73
5.2 Installing a precompiled distribution . . . . . . .. .. ... .. . L o o 73
5.3 Compiling from a source-only distribution . . . . . . .. ... ... ... L. 74
5.4 Environment variable configuration . . . . . .. .. ... . L 76
5.5 Parallelizationusingthreads . . . . . . . . . . . . . .. .. .. e 76
5.6 Parallelizationusing PVM . . . . . . . 76
Configuring a PVM cluster for HMMER . . . . . . . . . . . . . .. ... .. .. . ..... 77
ExampleofaPVMcluster . . . . . . . . . 78
5.7 Recommended systems . . . . . . . ... e e e e e 79
5.8 Maketargets. . . . . . . . 80
6 License terms 81
6.1 “Manifesto” . . . . . . . e 81
7 Acknowledgements and history 88



Chapter 1

Tutorial

| hate reading documentation. | just want examples of how stuff works, just enough to get me started and
doing something productive. So, here’s a tutorial walk-through of some small projects with HMMER. If
you want the introduction, that’s the second chapter. The tutorial should be sufficient to get you started on
work of your own. You can read the other chapters later if you want.

1.1 The programs in HMMER
There are currently nine programs supported in the HMMER 2 package:

hmmalign Align sequences to an existing model.
hmmbuild Build a model from a multiple sequence alignment.

hmmcalibrate =~ Takes an HMM and empirically determines parameters that are used to make searches
more sensitive, by calculating more accurate expectation value scores (E-values).

hmmconvert Convert a model file into different formats, including a compact HMMER 2 binary
format, and “best effort” emulation of GCG profiles.

hmmemit Emit sequences probabilistically from a profile HMM.
hmmfetch Get a single model from an HMM database.
hmmindex Index an HMM database.

hmmpfam Search an HMM database for matches to a query sequence.

hmmsearch Search a sequence database for matches to an HMM.

HMMER also provides a number of utility programs which are not HMM programs, but may be useful.
These programs are from the SQUID sequence utility library that HMMER uses:

afetch  Retrieve an alignment from an alignment database
alistat Show some simple statistics about a sequence alignment file.

segstat Show some simple statistics about a sequence file.



sfetch  Retrieve a (sub-)sequence from a sequence file.
shuffle  Randomize sequences in a sequence file.

sreformat  Reformat a sequence file into a different format.

1.2 Files used in the tutorial

The subdirectorytutorial in the HMMER distribution contains the files used in the tutorial, as well as
a number of examples of various file formats that HMMER reads. The important files for the tutorial are:

globins50.msf An MSF format alignment file of 50 aligned globin sequences.
globins630.fa A FASTA format file of 630 unaligned globin sequences.
fn3.slx A SELEX format alignment file of fibronectin type Il domains.
rrm.slx A SELEX format alignment file of RNA recognition motif domains.
rrm.hmm An example HMM, built from rrm.slx.
pkinase.slIx A SELEX format alignment file of protein kinase catalytic domains.

Artemia.fa A FASTA file of brine shrimp globin, which contains nine tandemly repeated globin
domains.

7LES_DROMEA SWISSPROT file of thédrosophilaSevenless sequence, a receptor tyrosine ki-
nase with multiple domains.

Create a new directory that you can work in, and copy all the fil¢storial there. I'll assume for
the following examples that you've installed the HMMER programs in your path; if not, you'll need to give
a complete path name to the HMMER programs (e.g. something liker/people/eddy/hmmer-
2.2/binaries/hmmbuild instead of jushmmbuild ).

1.3 Searching a sequence database with a single profile HMM

One common use of HMMER is to search a sequence database for homologues of a protein family of interest.
You need a multiple sequence alignment of the sequence family you're interested in. (Profile HMMs can
be trained from unaligned sequences; however, this functionality is temporarily withdrawn from HMMER.

I recommend CLUSTALW as an excellent, freely available multiple sequence alignment program.)

HMM construction with hmmbuild

Let's assume you have a multiple sequence alignment of a protein domain or protein sequence family. To
use HMMER to search for additional remote homologues of the family, you want to first build a profile
HMM from the alignment. The following command builds a profile HMM from the alignment of 50 globin
sequences inglobins50.msf

> hmmbuild globin.hmm globins50.msf



hmmbuild - build a hidden Markov model from an alignment

HMMER 2.2 (August 2001)

Copyright (C) 1992-2001 HHMI/Washington University School of Medicine
Freely distributed under the GNU General Public License (GPL)

Alignment file: globins50.msf

File format: MSF

Search algorithm configuration: Multiple domain (hmmls)
Model construction strategy: MAP (gapmax hint: 0.50)
Null model used: (default)

Prior used: (default)

Sequence weighting method: G/S/C tree weights
New HMM file: globin.hmm
Alignment: #1

Number of sequences: 50
Number of columns: 308

Determining effective sequence number ... done. [2]
Weighting sequences heuristically ... done.

Constructing model architecture ... done.

Converting counts to probabilities ... done.

Setting model name, etc. ... done. [globins50]

Constructed a profile HMM (length 148)

Average score: 194.97 bits

Minimum score: -17.88 bits

Maximum score: 242.22 bits

Std. deviation: 55.12 bits

Finalizing model configuration ... done.
Saving model to file ... done.

I

The process takes a second or tiaambuild create a new HMM file calledlobin.hmm . This is
a human and computer readable ASCII text file, but for now you don'’t care. You also don't care for now
what all the stuff in the output means; I'll describe it in detail later. The profile HMM can be treated as a
compiled model of your alignment.

HMM calibration with  hmmcalibrate

This step is optional, but doing it will increase the sensitivity of your database search.

When you search a sequence database, it is useful to get “E-values” (expectation values) in addition to
raw scores. When you see a database hit that sepsesE-value tells you the number of hits you would've
expected to score or more just by chance in a sequence database of this size.

HMMER will always estimate an E-value for your hits. However, unless you “calibrate” your model
before a database search, HMMER uses an analytic upper bound calculation that is extremely conservative.
An empirical HMM calibration costs time (about 10% the time of a SWISSPROT search) but it only has
to be done once per model, and can greatly increase the sensitivity of a database search. To empirically
calibrate the E-value calculations for the globin model, type:



> hmmcalibrate globin.hmm

hmmcalibrate -- calibrate HMM search statistics

HMMER 2.2 (August 2001)

Copyright (C) 1992-2001 HHMI/Washington University School of Medicine
Freely distributed under the GNU General Public License (GPL)

HMM file: globin.hmm
Length distribution mean: 325

Length distribution s.d.: 200

Number of samples: 5000
random seed: 997047045
histogram(s) saved to: [not saved]
POSIX threads: 1

HMM : globins50
mu : -38.963402
lambda : 0.256441
max : -11.779000
/1

This takes several minutes. Go have a cup of coffee. When it is complete, the relevant parameters are
added to the HMM file.

Calibrated HMMER E-values tend to be relatively accurate. E-values of 0.1 or less are, in general, very
significant hits. Uncalibrated HMMER E-values are also reliable, erring on the cautious side; uncalibrated
models may miss remote homologues.

Sequence database search withhmmsearch

As an example of searching for new homologues using a profile HMM, we’ll use the globin model to search
for globin domains in the examplsrtemiaglobin sequence inArtemia.fa

> hmmsearch globin.hmm Artemia.fa

The output comes in several sections, and unlike building and calibrating the HMM (where we treated
the HMM as a black box), now yodio care about what it's saying.
The first section is theeaderthat tells you waht program you ran, on what, and with what options:

hmmsearch - search a sequence database with a profile HMM

HMMER 2.2 (August 2001)

Copyright (C) 1992-2001 HHMI/Washington University School of Medicine
Freely distributed under the GNU General Public License (GPL)

HMM file: globin.hmm [globins50]
Sequence database: Artemia.fa
per-sequence score cutoff: [none]

per-domain score cutoff: [none]

per-sequence Eval cutoff: <= 10

per-domain Eval cutoff: [none]



Query HMM: globins50
Accession: [none]
Description: [none]
[HMM has been calibrated; E-values are empirical estimates]

The second section is tleequence top hitisst. It is a list of ranked top hits (sorted by E-value, most
significant hit first), formatted in a BLAST-like style:

Scores for complete sequences (score includes all domains):
Sequence Description Score E-value N

S13421 S13421 GLOBIN - BRINE SHRIMP 496.2 4.3e-150 9

The first field is the name of the target sequence, then followed by the description line for the sequence.
The last three fields are the raw score (in units of “bits”), the estimated E-value, and the total number of
domains detected in the sequence. By default, every sequence with an E-value less than 10.0 is listed in this
output.

The second section is tltwmain top hitdist. By default, for every sequence with an E-value less than
10, every domain with a raw score greater than 0 is listed. (Read that carefully. In a later chapter we'll
discuss some caveats about hdammsearch identifies domains, and how to control its output in different
ways.) Each domain detected in the search is output in a list ranked by E-value:

Parsed for domains:

Sequence Domain seq-f seq-t hmm-f hmm-t score E-value
S13421 7/9 927 1075 .. 1 148 ] 82.2 1.8e-25
S13421 2/9 148 293 .. 1 148 [] 66.2 1.2e-20
S13421 3/9 302 450 .. 1 148 [] 63.7 6.8e-20
S13421 8/9 1084 1234 .. 1 148 [] 60.7 5.2e-19
S13421 9/9 1243 1390 .. 1 148 [] 55.9 1.5e-17
S13421 4/9 459 607 .. 1 148 ] 52.6 1.5e-16
S13421 6/9 770 918 . 1 148 ] 46.6 9.6e-15
S13421 1/9 1 143 |. 1 148 [] 44,7 3.5e-14
S13421 5/9 618 762 .. 1 148 [] 23.6 7.8e-08

The first field is the name of the target sequence. The second field is the number of this domain: e.g.
“6/9” means the sixth domain of nine total domains detected.

The fields marked “seqg-f” and “seg-t” mean “sequence from” and “sequence to”: the start and end
points of the alignment on the target sequence. After these two fields is a shorthand annotation for whether
the alignment is “global” with respect to the sequence or not. A dot (.) means the alignment does not go all
the way to the end; a bracket ([ or ]) means it does. Thus, .. means that the alignment is local within the
sequence; [. means that the alignment starts at the beginning of the sequence, but doesn’t go all the way to
its end; .] means the alignment starts somewhere internally and goes all the way to the end; and [] means
the alignment includes the entire sequence.

Analogously, the fields marked “hmm-f” and “hmm-t” indicate the start and end points with respect to
the consensus coordinates of the model, and the following field is a shorthand for whether the alignment
is global with respect to themodel Here, for instance, all the globin domains in theemiasequence are
complete matches to the entire globin modbkeause, by defaulthmmbuild built the HMM to only look
for those kinds of alignmentsve’ll discuss later how to modify the profile HMM for other search styles.

The final two fields are the raw score in bits and the estimated E-viau#he isolated domainThe
scores for the domains sum up to the raw score of the complete sequence.

10



The next section is thalignment outputBy default, every domain that appeared in the domain top hits
list now appears as a BLAST-like alignment. For example:

Alignments of top-scoring domains:
S13421: domain 7 of 9, from 927 to 1075: score 82.2, E = 1.8e-25
*->vhlsaeekalvksvwgkveknveevGaeal erllvvyPetkryFpkF
+lsate a vk+ w+ v+ ++ VG +++ |++ +P+ +++FpkF
S13421 927 TGLSAREVAVVKQTWNLVKPDLMGVGMRIFKSLFEAFPAYQAVFPKF 973

kdLssadavkgsakvkahgkkVlitalgdavkkidd...lkgalakLselH
d+ d++++++ v +h V t+Hl++ ++ |d++ ++ ++L+e H

S13421 974 SDVPL-DKLEDTPAVGKHSISVTTKLDELIQTLDEpanLALLARQLGEDH 1022

agklrvdpenfklisevllvvlaeklgkeftpevgaalekllaavatalLa
+  rv+ fk +++vi+  |++ Ig+ T+  ++ +++kbH+++++ ++

S13421 1023 IV-LRVNKPMFKSFGKVLVRLLENDLGQRFSSFASRSWHKAYDVIVEYIE 1071

akYk<-*
+ 4+

S13421 1072 EGLQ 1075

The top line is the HMM consensus. The amino acid shown for the consensus is the highest probability
amino acid at that position according to the HMM (not necessarily the higheshgamino acid, though).
Capital letters mean “highly conserved” residues: those with a probability @6 for protein models, or
> 0.9 for DNA models.

The center line shows letters for “exact” matches to the highest probability residue in the HMM, or a
“+" when the match has a positive score and is therefore considered to be “conservative” according to the
HMM'’s view of this particular position in the modet not the usual definition of conservative changes in
general.

The third line shows the sequence itself, of course.

The next section of the output is tlseore histogram It shows a histogram with raw score increasing
along the Y axis, and the number of sequence hits represented as a bar along the X axis. In our example
here, since there’s only a single sequence, the histogram is very boring:

Histogram of all scores:
score obs exp (one = represents 1 sequences)

489 1 0|=

Notice though that it's a histogram of the whole sequence hits, not the domain hits.
You can ignore the rest of thehmmsearch output:

% Statistical details of theoretical EVD fit:

mu = -38.9634
lambda = 0.2564
chi-sq statistic = 0.0000
P(chi-square) = 0

Total sequences searched: 1

Whole sequence top hits:
tophits_s report:

11



Total hits: 1
Satisfying E cutoff: 1
Total memory: 16K

Domain top hits:

tophits_s report:
Total hits: 9
Satisfying E cutoff: 9
Total memory: 21K

This is just some trailing internal info about the search that's useful to me sometimes, but probably not
to you.

Searching major databases like NR or SWISSPROT

HMMER reads all major database formats and does not need any special database indexing. You can search
any large sequence database you have installed locally just by giving the full path to the database file, e.g.
something like:

> hmmsearch globin.hmm /nfs/databases/swiss35/sprot35.dat

If you have BLAST installed locally, it's likely that you have a directory (or directories) in which the
BLAST databases are kept. These directories are specified in an environment variable BRASTDB
HMMER will read the same environment variable. For example, if you have BLAST databases in directories
called/nfs/databases/blast-db/ and/nfs/databases/golden-path/blast/ , and you
want to searclnfs/databases/blast-db/swissprot , the following commands will work:

> setenv BLASTDB /nfs/databases/blast-db/:/nfs/databases/golden-path/blast/
> hmmsearch globin.hmm swissprot

Obviously, you'd tend to have thesetenv command as part of the local configuration of your ma-
chine, rather than typing it at the command line.

Local alignment searches with hmmsearch

This is extremely importanHMMER does not do local (Smith/Waterman) and global (Needleman/Wunsch)
style alignments in the same way that most computational biology analysis programs do it. To HMMER,
whether local or global alignments are allowed is part ofrttozle] rather than being accomplished by run-
ning a differentalgorithm (This will be discussed in greater detail later; it is part of the “Plan7” architecture
of the new HMMER2 models.)
Therefore, you need to choose what kind of alignments you want to alloan you build the model

with  hmmbuild . By default, hmmbuild builds models which allow alignments that are global with
respect to the HMM, local with respect to the sequence, and allows multiple domains to hit per sequence.
Such models will only find complete domains.

hmmbuild provides some standard options for common alignment styles. The following table shows
the four alignment styles supported bgmmbuild , and also shows the equivalent old HMMER 1.x search
program style (to orient experienced HMMER users).

12



Command w.r.t. sequence w.r.t. HMM multidomain HMMER 1 equivalent

hmmobuild local global yes hmmls
hmmbuild -f local local yes hmmfs
hmmbuild -g local global no hmms
hmmbuild -s local local no hmmsw

In brief, if you want maximum sensitivity at the expense of only finding complete domains, use the
hmmbuild default. If you need to find fragments (local alignments) too, and are willing to give up some
sensitivity to see them, usehmmbuild -f . If you want the best of both worlds, build two models and
search with both of them.

1.4 Searching a query sequence against a profile HMM database

A second use of HMMER is to look for known domains in a query sequence, by searching a single sequence
against a library of HMMs. (Contrast the previous section, in which we searched a single HMM against a
sequence database.) To do this, you need a library of profile HMMs. One such library is our PFAM database
(Sonnhammer et al., 1997; Sonnhammer et al., 1998), and you can also create your own.

Creating your own profile HMM database

HMM databases are simply concatenated single HMM files. You can build them either by invoking\the
“append” option of hmmbuild , or by concatenating HMM files you've already built. For example, here’s
two ways to build an HMM database callesdnyhmmsthat contains models of the rrm RNA recognition
motif domain, the fn3 fibronectin type Il domain, and the pkinase protein kinase catalytic domain:

hmmbuild rrm.hmm  rrm.slx

hmmbuild fn3.hmm fn3.slx

hmmbuild pkinase.hmm pkinase.slIx

cat rrm.hmm fn3.hmm pkinase.hmm > myhmms
hmmcalibrate myhmms

vV V.V VYV

or:

hmmbuild -A myhmms rrm.slx
hmmbuild -A myhmms fn3.slx
hmmbuild -A myhmms pkinase.slx
hmmcalibrate myhmms

vV V.V V

Notice that hmmcalibrate  can be run on HMM databases as well as single HMMs.

Parsing the domain structure of a sequence with hmmpfam

Now that you have a small HMM database calladyhmmslet’s use it to analyze thBrosophilaSevenless
sequence, 7LES_ DROME

> hmmpfam myhmms 7LE®>ROME

13



Like hmmsearch, the hmmpfamoutput comes in several sections. The first section i©daeler

hmmpfam - search one or more sequences against HMM database
HMMER 2.2 (August 2001)

Copyright (C) 1992-2001 HHMI/Washington University School of Medicine
Freely distributed under the GNU General Public License (GPL)

HMM file: myhmms
Sequence file: 7LES DROME

Query sequence: 7LES_DROME
Accession: P13368
Description: SEVENLESS PROTEIN (EC 2.7.1.112).

The next section is theequence family classificatidap hits list, ranked by E-value. The scores and
E-values here reflect the confidence that this query sequence contaiosraneedomains belonging to a
domain family. The fields have the same meaning ashmmsearch output, except that the name and
description are for the HMM that’s been hit.

Model Description Score E-value N
pkinase 304.1 l.1e-91 1
fn3 176.3 3.5e-53 6
rrm RNA recognition motif. (aka RRM, RBD, or RNP -44.5 0.72 1

The next section is theomain parsdist, ordered by position on the sequence (not by score). Again the
fields have the same meaning as immsearch output:

Parsed for domains:

Model Domain seqg-f seg-t hmm-f hmm-t score E-value
fn3 1/6 437 522 .. 1 84 [] 49.0 7.le-15
fn3 2/6 825 914 .. 1 84 ] 13.6 4.3e-06
fn3 3/6 1292 1389 .. 1 84 [l 16.2 2.4e-06
rrm 1/1 1300 1364 .. 1 72 ] -445 0.72
fn3 4/6 1799 1891 . 1 84 ] 63.5 3.2e-19
fn3 5/6 1899 1978 .. 1 84 ] 146 3.4e-06
fn3 6/6 1993 2107 .. 1 84 ] 19.4 1.2e-06
pkinase 1/1 2209 2483 .. 1 278 ] 304.1 1.1e-91

Note how it's showing us an “rrm” hit 7LES_DROMHEoesn’'t have any RRM domains. You have to
notice for yourself that the hit is insignificant (with a negative score, and an E-value of nearly 1). By default,
like BLAST, the search programs report well down into the noise. If you want the output to be cleaner, set
an E-value threshold; for exampenmpfam -E 0.1 .

The final output section is tredignment outputjust like hmmsearch :

Alignments of top-scoring domains:
fn3: domain 1 of 6, from 437 to 522: score 49.0, E = 7.1le-15
*->P saPtnltvtdvtstsltisWsppt.gngpitgYevtyRqpkngge
P saP + +++ ++ | ++W p + ngpi+gY+++  ++++g+
7LES_DROME 437 PiSAPVIEHLMGLDDSHLAVHWHPGRfTNGPIEGYRLRL-SSSEGNA 482
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wneltvpgtttsytltgLkPgteYtvrVgAvnggG.GpeS<-*
+ e+ vp+ sy+++ L++gt+Yt+ + +n +G+Gp
7LES_DROME 483 TSEQLVPAGRGSYIFSQLQAGTNYTLALSMINKQGeGPVA 522

Downloading the PFAM database

The PFAM database is available from either http://pfam.wustl.edu/ or
http://www.sanger.ac.uk/Pfam/ . Download instructions are on the Web page. The PFAM HMM
library is a single large file, containing several hundred models of known protein domains. Install it in a con-
venient directory and name it something simple likgfam .

HMMER will look for PFAM and other files in a directory (or directories) specified by tttMMERDB
environment variable. For instance, if you install the PFAM HMM library as
Infs/databases/hmmer/pfam , the following commands will search for domains iLES_DROME

> setenv HMMERDB /nfs/databases/hmmer/
> hmmpfam pfam 7LES_ DROME

1.5 Maintaining multiple alignments with  hmmalign

Another use of profile HMMs is to create multiple sequence alignments of large numbers of sequences. A
profile HMM can be build of a “seed” alignment of a small number of representative sequences, and this
profile HMM can be used to efficiently align any number of additional sequences.

This is in fact how the PFAM database is updated as the main SPTREMBL database increases in size.
The PFAM seed alignments are (relatively) stable from release to release; PFAM full alignments are created
automatically by searching SPTREMBL with the seed model and aligning all the significant hits into a
multiple alignment using hmmalign .

For example, to align the 630 globin sequencegjlobins630.fa to our globin model globin.hmm
and create a new alignment file calledlobins630.ali , we'd do:

> hmmalign -o globins630.ali globin.hmm globins630.fa

hmmalign - align sequences to an HMM profile

HMMER 2.2 (August 2001)

Copyright (C) 1992-2001 HHMI/Washington University School of Medicine
Freely distributed under the GNU General Public License (GPL)

HMM file: globin.hmm
Sequence file: globins630.fa

Alignment saved in file globins630.al

Using the -0 option to specify a save file for the final alignment is a good idea; else, the alignment
will be displayed on the screen as output (and an alignment of several hundred sequences will give a fairly
voluminous output).
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Chapter 2

Introduction

You discover a new protein sequence family, and carefully construct a multiple sequence alignment. Your
family, like most protein families, has a number of strongly (but not absolutely) conserved key residues,
separated by characteristic spacing. You wonder if there are more members of your family in the sequence
databases, but the family is so evolutionarily diverse, a BLAST search with any individual sequence doesn’t
even find the rest of the sequences you already know about; you're sure there are some distantly related
sequences in the “noise”. You spend many pleasant evenings scanning weak BLAST alignments by eye to
find ones with the right key residues are in the right places. You sure wish there was a computer program
that did this better.

You get the sequence of another favorite protein and eagerly BLAST it against the NCBI server, and
nothing significant shows up. It looks like you'll get no easy information from the sequence.

You BLAST another favorite sequence against the NCBI server; a thousand hits come back, and the top
hundred are hypothetical sequences from genome projects. It looks like you'll have to wade through a lot of
BLAST output to find the informative hits.

Another sequence comes back a slew of hits to receptor tyrosine kinases, but before you decide to call
your sequence an RTK homologue, you recall that RTK’s are, like many proteins, composed of multiple
functional domains. Is your sequence really an RTK? Or is it a novel sequence that also happens to have a
protein kinase catalytic domain, fibronectin type Ill domain, or immunoglobulin superfamily domain?

These (and other problems in sequence analysis) are the kinds of problems that HMMER tries to address.

2.1 Profile HMMs

Profile hidden Markov models (profile HMMSs) are statistical models of the primary structure consensus
of a sequence family. Anders Krogh, David Haussler, and co-workers at UC Santa Cruz introduced pro-
file HMMs (Krogh et al., 1994), adopting HMM techniques which have been used for years in speech
recognition. HMMs had been used in biology before the Krogh/Haussler work, but the Krogh paper had a
particularly dramatic impact, because HMM technology was so well-suited to the popular “profile” meth-
ods for searching databases using multiple sequence alignments instead of single query sequences. Since
then, several computational biology groups (including ours) have rapidly adopted HMMs as the underlying
formalism for sequence profile analysis.

“Profiles” were introduced by Gribskov and colleagues (Gribskov et al., 1987; Gribskov et al., 1990) at
about the same time that other groups introduced similar approaches, such as “flexible patterns” (Barton,
1990), and “templates”(Bashford et al., 1987; Taylor, 1986). The term “profile” has Stattkof these are

There has been some agitation to call all such models “position specific scoring matrices”, PSSMs, but certain small nocturnal
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more or less statistical descriptions of the consensus of a multiple sequence alignment. They use position-
specific scores for amino acids (or nucleotides) and position specific scores for opening and extending an
insertion or deletion. Traditional pairwise alignment (for example, BLAST (Altschul et al., 1990), FASTA
(Pearson and Lipman, 1988), or the Smith/Waterman algorithm (Smith and Waterman, 1981)) uses position-
independenscoring parameters. This property of profiles captures important information about the degree
of conservation at various positions in the multiple alignment, and the varying degree to which gaps and
insertions are permitted.

The advantage of using HMMs is that HMMs have a formal probabilistic basis. We can use Bayesian
probability theory to guide how all the probability (scoring) parameters should be set. Though this might
sound like a purely academic issue, this probabilistic basis lets us do things that the more heuristic methods
cannot do easily. For example, an HMM can be trained from unaligned sequences, if a trusted alignment
isn’t yet known. Another consequence is that HMMs have a consistent theory behind gap and insertion
scores: In most details, HMMs are a slight improvement over a carefully constructed profile — but far less
skill and manual intervention is necessary to train a good HMM and use it. This allows us to make libraries
of hundreds of profile HMMs and apply them on a very large scale to whole-genome or EST sequence
analysis. One such database of protein domain models is Pfam (Sonnhammer et al., 1997); the construction
and use of Pfam is tightly tied to the HMMER software package.

HMMs do have important limitations. One is that HMMs do not capture any higher-order correlations.
An HMM assumes that the identity of a particular position is independent of the identity of all other po-
sitions® HMMs make poor models of RNAs, for instance, because an HMM cannot describe base pairs.
Also, compare protein “threading” methods, which include scoring terms for nearby amino acids in a three-
dimensional protein structure.

A general definition of HMMs and an excellent tutorial introduction to their use has been written by
Rabiner (Rabiner, 1989). Throughout, | will often use “HMM” to refer to the specific case of profile HMMs
as described by Krogh et al. (Krogh et al., 1994). This shorthand usage is for convenience only. For a
review of profile HMMs, see (Eddy, 1996), and for a complete book on the subject of probabilistic modeling
in computational biology, see (Durbin et al., 1998) .

2.2 Primary changes from HMMER 1.x

HMMER 2 is an almost complete rewrite of the original 1992-1996 HMMER code. A list of the major
changes follows.

Plan7 The model architecture is changed. The “Plan 7" architet¢tatews detailed
control over parameters of local, global, and multidomain alignments. In Plan 7,
you choose the alignment style when you build the model Wwitimbuild , not
when you search. A single database search prodmaamsearch replaces the
four search programs in HMMER 1.x.

Pfam support There is much better support for the Pfam HMM database. HMMs have names; the
HMM file format allows libraries of multiple HMMs per file; and there is a search

North American marsupials have a prior claim on the mnemonic.

2surprisingly, this is still controversial. People have been saying “there is no theory for setting gap scores” for so long that many
people believe it.

3This is not strictly true. There is a subtle difference between an HMM'’s state path (a first order Markov chain) and the sequence
described by an HMM (generated from the state path by independent emissions of symbols at each state).

“The origin of the codename is obscure, involving both details of the state transition probability distributions in profile HMM
architecture and an inordinate fondness for bad science fiction movies. Frighteningly, David Haussler understood the codename
immediately.
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programhmmpfamfor searching a single query sequence against an HMM library.
HMM databases like Pfam can be indexed for rapid access hsimgindex , and
single HMMs can be retrieved from an HMM database usimgnfetch .

E-values HMMER now reports both log-odds scores and a E-value. E-values can detect
significant matches even when the log-odds score is negative. A new program
hmmcalibrate = empirically determines the necessary parameters for estimating
E-values as best as possible.

Output Database searches now sort and postprocess their results for prettier and more use-
ful output. Output styles are deliberately similar to BLAST, to try to simplify the
design of postprocessors.

Save file format HMMER save files are now in an ASCII format which is easy for humans to read,
portable across all architectures without byteswapping issues, and compact.

Decent defaults The “best” average behavior of HMMER is now its default behavior. For exam-
ple, mixture Dirichlet priors are now the default for protein model building. In
HMMER 1.x, you had to invoke a number of “experimental” options to get better
performance — this led to a bunch of really frustrating benchmarking in the litera-
ture, in which people compared fully optimized program X to the default behavior
of HMMER 1, which was the 1994 basic Krogh/Haussler behavior rather than its
actual power. (However, there’s still a lot of bad benchmarking, because people
don’t understand how to benchmark profile software yet.)

2.3 Plan7

The Plan 7 architecture

The Plan 7 architecture is substantially different from the original HMMER model architecture.
The abbreviations for the states are as follows:

M, Match stater. HasK emission probabilities.
D, Delete statec. Non-emitter.
I Insert stater. HasK emission probabilities.
S Start state. Non-emitter.

N N-terminal unaligned sequence state. Emitdransitionwith K emission proba-
bilities.
B Begin state (for entering main model). Non-emitter.

E End state (for exiting main model). Non-emitter.

C C-terminal unaligned sequence state. Emiidransitionwith K emission proba-
bilities.

J Joining segment unaligned sequence state. Eonmitgansitionwith K emission
probabilities.
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Figure 2.1: The Plan7 architecture. Squares indicate match states (modeling consensus positions in the
alignment). Diamonds indicate insert states (modeling insertions relative to consensus) and special ran-
dom sequence emitting states. Circles indicate delete states (modeling deletions relative to consensus) and
special begin/end states. Arrows indicate state transitions. See text for more details.

The section of the model composed of M, D, and | states, and the B and E states, is essentially a
Krogh/Haussler profile HMM. | refer to this as the “main model”. A group of three states M/D/I at the same
consensus position in the alignment is called a “node”. The main model contralatthdependerfeatures
of the model. The probability parameters in the main model are generally learned from data in a multiple
sequence/structure alignment.

Unlike the original Krogh/Haussler and HMMER model architecture, Plan 7 has rellor | — D
transitions. This reduction from 9 to 7 transitions per node in the main model is the origin of the codename
Plan 7. (The original HMMER architecture is called Plan 9 in parts of the code.)

The other states (S,N,C,T,J) are called “special states”. They (combined with special entry probabilities
from B and exit probabilities to E) control tr@gorithm dependerfeatures of the model: how likely the
model is to generate various sorts of local or multihit alignments. The algorithm dependent parameters are
typically not learned from data, but rather set externally by choosing a desired alignment style.

Local alignments in Plan 7

The Plan 7 architecture models a complete sequence, regardless of how much of that sequence matches the
main model.All alignments to a Plan 7 model are “global” alignmentsut some of the sequence may be
assigned to Plan 7 states (N,C,J) that generate “random” sequence that is not aligned to the main model.
Thus, the algorithm dependent parts of the model contrahiparentiocality of the alignments.

Local alignments with respect to the sequence (i.e., allowing a match to the main model anywhere
internal to a longer sequence) are controlled by the N and C states. If theNNtransition is set to O,
alignments are constrained to start in the main model at the very first residue. Similarly, if-theCC
transition is set to 0, alignments are constrained to match the main model at the very last residue in the
sequence.

Local alignments with respect to the model (i.e., allowing fragments of the model to match the sequence)
are controlled by B~ M “entry” transitions and M— E “exit” transitions, shown as dotted lines in the Plan
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7 figure. Setting all entries but the-B M, transition to 0 forces a partially “global” alignment in which all
alignments to the main model must start at the first match or delete state. Setting all exits to O but the final
M — E transition (which is always 1.0) forces a partially global alignment in which all alignments to the
main model must end at the final match or delete state.

Multiple hit alignments are controlled by the-E J transition and the J state. If the-E J transition
is set to 0, a sequence may only contain one domain (one alignment to the main model). If it is nonzero,
more than one domain per sequence can be aligned to the main model.—TRBetrdnsition controls the
expected length of the intervening sequence between domains; the lower this probability, the more clustered
the domains are expected to be.

The original HMMERL1 search programs are encoded in Plan 7 models as follows:

hmmes Simple global alignment.y andtcc set totqg from the null model (see below).
tr setto zero. Internal entries and exits set to zero.

hmmls Akin to “profile” alignment (as Waterman and others call it): global with respect
to main model, local with respect to sequence, multiple nonoverlapping domains
allowed. ¢ty andtcoc set totge from the null model.tg; set to 0.5. Internal
entries and exits set to zero.

hmmswSmith/Waterman alignment: fully local with respect to both the main model and
the sequence; single domain;y andicc set totg from the null modeli g ; set
to zero. Internal entries are set® /(M — 1) for a model withA/ match states.
Exit probabilities are set such that the overall chance of exiting from an internal
match state is 0.5, and the posterior probability distribution over which match state
is exited is equal (I'm trying to word this carefully; the M E probabilities are not
equal, because there’s a small compensation for the fact that if you can leave from
Ms5, then the chance that you'll even geti is reduced.)

hmmfs Multihit Smith/Waterman alignment. Same as the abovet putis set to 0.5.

One advantage of Plan 7 is great flexibility in choosing an alignment style. Complicated alignment styles
are easily encoded in the model parameters without changing the alignment algorithm. For example, say
you wanted to model human L1 retrotransposon elements. Because of the way L1 elements are inserted by
reverse transcriptase (RVT), L1 elements tend to have a defined 3’ end (RVT starts replication at the same
place in each new L1) but a ragged 5’ end (RVT prematurely falls off a new L1 in an unpredictable fashion).

A specialized L1 model could define non-zero internal entry probabilities and zero internal exit probabilities
to model this biological situation.

One disadvantage of Plan 7 is that if you decide you want to do both local and global alignments, you
need two different models (or you need to do one search, then change the model). This wouldn’t be a terrible
burden except for the fact that the algorithm-dependent parameters strongly affect the valugs afdhe
A parameters that E-value statistics depend on. If the algorithm dependent parameters are changed, these
parameters are lost and the model should be recalibratechmithcalibrate  — andhmmcalibrate is
relatively slow.

The Plan 7 null model

When HMM alignments are scored, they are scored by a log-odds score relative to a “null model” of random
sequence compaosition (Barrett et al., 1997). In Plan 7, this model is now specified as a full probabilistic
model too:
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The G state has a symbol emission probability distributionfasymbols in the alphabet. By default,
this distribution is set either to the average amino acid composition of SWISSPROT 34, or to 0.25 for each
nucleotide. The G~ G transition controls the expected length of observed random sequences; in practice,
this transition probability is so close to 1 that it has very little effect. The F state is just a dummy end state
like the T state in the Plan 7 architecture.

Wing retraction in Plan 7 dynamic programming

In the figure of the Plan 7 architecture, you may have noticed that the first and last delete states are greyed
out. Internally in HMMER, these delete states exist in the “probability form” of the model (when the model

is being worked with in every way except alignments) but they are carefully removed in the “search form”
of the model (when the model is converted to log-odds scores and used for alignments). This process is
called “wing retraction” in the code, by analogy to a swept-wing fighter changing from a wings-out takeoff
and landing configuration to a wings-back configuration for high speed flight.

The problem is that the Plan 7 model allows cycles through the J state. If a continuous nonemitting
“mute cycle” were possible (J, B, D states, E, and back to J), dynamic programming recursions would fail.
This is why special mute states like delete states must be handled carefully in HMM dynamic programming
algorithms; see (Durbin et al., 1998) for further discussion. The easiest way to prevent a mute cycle is to
make sure that the model must pass through at least one match state per path through the main model.

Wing retraction involves folding the probabilities of the terminal delete paths into the Plan 7 entry and
exit probabilities. For example, in wing retraction the “algorithm dependent? Bl; entry probability is
incremented by the probability of the “data dependent” path B; — Dy — M3,

Having the wing retraction step, rather thalwaysfolding these probabilities together, is a design
decision, preserving a distinction between the “algorithm dependent” and “data dependent” parts of the
model.

2.4 Sequence file formats

For all the programs, unaligned sequence files can be in FASTA, Genbank, EMBL, or SWISS-PROT format,
as well as a few other common file formats. The programs automatically detect what format the file is in
and whether the sequences are DNA, RNA, or protein.

Aligned sequence files can be in ClustalW, GCG MSF, or SELEX format. SELEX format is a simple
format of one line per sequence, containing the name first, followed by the aligned sequence. ClustalW,
MSF and SELEX alignment files can also be used where unaligned format files are required; the sequences
will be read in and their gaps removed.

Full specifications of these file formats and the other formats recognized by the HMM package are in
the file formats chapter near the end of the guide.

The programs work on RNA, DNA, and protein sequence. They automatically detect what your se-
guences are. The behavior of the programs when a nucleic acid model is used to analyze protein sequences,
or vice versa, is undefined. Certain other situations may arise (trying to search the “complementary strand”
of a protein database, for example) that are nonsensical in certain contexts. Be forewarned. If you're lucky,
the software will issue a snide warning to you if you try to do something nonsensical, but usually it will
assume you know what you're doing.
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2.5 Command line options

If you forget the command-line syntax or available options of any of the programs, you can type the name
of the program with no other arguments and get a short help message, including summaries of the common
options.

Commonly used options are generally small letters, i&e More infrequently used options are gen-
erally large letters, likeA . Expert or experimental options are generally in the GNU long form, -like
null2

If you call any program with an optiofh , you get an augmented help message, including version info
(the software version number is helpful if you report bugs or other problems to me) and a complete summary
of all the available options, including rarely used and expert/experimental ones.

2.6 Environment variables

HMMER is built to coexist peacefully with the BLAST suite of database search programs (Altschul, 1991).
HMMER reads the following environment variables (the examples given use UNIX csh syntax):

BLASTDB Location of sequence databases tmaimsearch will look in, in addition to the
current working directory. Multiple directories are allowed, separated by colons. A
trailing slash on each path is important to BLAST, but not to HMMER.

Examples:
> setenv BLASTDB /nfs/databases/
> setenv BLASTDB /nfs/databases/:/nfs/moredatabases/

BLASTMATLocation of substitution matrices thanmbuild --pam (the PAM prior option)
can read. Although HMMER can parse a colon-separated list, BLAST must have a
single directory path here. Example:
> setenv BLASTMAT /nfs/databases/matrix/

HMMERDRocation of HMMs, PFAM, or other HMMER specific data files. Any program that
reads an HMM file looks in both HMMERDB and the current working directory.
Multiple directories are allowed, colon-separated. Examples:
> setenv HMMERDB /usr/local/lib/hmmer/
> setenv HMMERDB /ust/local/lib/hmmer/:/nfs/databases/pfam/

HMMERICPUON multiprocessors that support POSIX threads (this includes almost all modern
UNIX multiprocessors; for example, SGI Origin servers), the programshcal-
ibrate , hmmpfam andhmmsearch run as parallelized, multithreaded appli-
cations. Normally they will take over all available CPUs in the machine. HM-
MER_NCPU sets a maximum number of CPUs to utilize, so HMMER searches are
“good citizens”, leaving some CPU power for other jobs. An example of configur-
ing HMMER to use only 16 processors on a 32-processor Origin:
> setenv HMMER.NCPU 16
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2.7 Other profile HMM implementations

Several implementations of profile HMM methods and related PSSM methods are available. Some are listed
in the table below.

Software URL

HMMER http://hnmmer.wustl.edu/

SAM http://www.cse.ucsc.edu/research/compbio/sam.html
PFTOOLS http://ulrec3.unil.ch:80/profile/

HMMpro http://www.netid.com/html/hmmpro.html

GENEWISE http://www.sanger.ac.uk/Software/Wise2/

PROBE ftp://ncbi.nlm.nih.gov/pub/neuwald/probel.0/

META-MEME http://www.cse.ucsd.edu/users/bgrundy/metameme.1.0.html
BLOCKS http://www.blocks.fhcrc.org/

PSI-BLAST http://www.ncbi.nlm.nih.gov/BLAST/newblast.html

HMMER, SAM, PFTOOLS, and HMMpro are the most closely related to the profile HMM methods
introduced by Krogh et al. HMMpro is commercial, not free software.
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Chapter 3

Manual pages

3.1 HMMERprofile hidden Markov model software

Synopsis
hmmalign

hmmbuild

hmmcalibrate

hmmconvert
hmmemit
hmmfetch
hmmindex

hmmpfam

hmmsearch

Description

Align multiple sequences to a profile HMM.
Build a profile HMM from a given multiple sequence alignment.

Determine appropriate statistical significance parameters for a profile HMM prior
to doing database searches.

Convert HMMER profile HMMs to other formats, such as GCG profiles.
Generate sequences probabilistically from a profile HMM.

Retrieve an HMM from an HMM database

Create a binary SSI index for an HMM database

Search a profile HMM database with a sequence (i.e., annotate various kinds of
domains in the query sequence).

Search a sequence database with a profile HMM (i.e., find additional homologues
of a modeled family).

These programs use profile hidden Markov models (profile HMMs) to model the primary structure consen-
sus of a family of protein or nucleic acid sequences.

Options

All HMMER programs give a brief summary of their command-line syntax and options if invoked without
any arguments. When invoked with the single argumén{i.e., help), a program will report more verbose
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command-line usage information, including rarely used, experimental, and expert optionsgl report
version numbers which are useful if you need to report a bug or problem to me.

EachHMMER program has its own man page briefly summarizing command line usage. There is also a
user’s guide that came with the software distribution, which includes a tutorial introduction and more de-

tailed descriptions of the programs. See http://hmmer.wustl.edu/ for on-line documentation and the current
HMMER release.

In general, no command line options should be needed by beginning users. The defaults are set up for
optimum performance in most situations. Options that are single lowercase letters (jeage "common”

options that are expected to be frequently used and will be important in many applications. Options that
are single uppercase letters (e-B.) are usually less common options, but also may be important in some
applications. Options that are full words (e.gverbose) are either rarely used, experimental, or expert
options. Some experimental options are only there for my own ongoing experiments with HMMER, and
may not be supported or documented adequately.

Sequence File Formats

In genera HMMER attempts to read most common biological sequence file formats. It autodetects the
format of the file. It also autodetects whether the sequences are protein or nucleic acid. Standard I[UPAC
degeneracy codes are allowed in addition to the usual 4-letter or 20-letter codes.

Unaligned sequencesUnaligned sequence files may be in FASTA, Swissprot, EMBL, GenBank, PIR, In-
telligenetics, Strider, or GCG format. These formats are documented in the User’s
Guide.

Sequence alignmentsMultiple sequence alignments may be in CLUSTALW, SELEX, or GCG MSF for-
mat. These formats are documented in the User’s Guide.

Environment Variables

For ease of using large stable sequence and HMM databidsB8ER looks for sequence files and HMM
files in the current working directory as well as in system directories specified by environment variables.

BLASTDB Specifies the directory location of sequence databases. Exarsplgibs/blast-
db/. In installations that use BLAST software, this environment variable is likely
to already be set.

HMMERDB Specifies the directory location of HMM databases. Examfgkeglibs/pfam/.
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3.2 hmmalign - align sequences to an HMM profile

Synopsis

hmmalign [options] hmmfile seqfile

Description

hmmalign reads an HMM file fromhmmfileand a set of sequences fraagfile aligns the sequences to the
profile HMM, and outputs a multiple sequence alignment.

seqfilemay be in any unaligned or aligned file format accepted by HMMER. If it is in a multiple alignment
format (e.g. Stockholm, MSF, SELEX, ClustalW), the existing alignment is ignored (i.e., the sequences are
read as if they were unaligned - hmmalign will align them the way it wants).

Options

-h Print brief help; includes version number and summary of all options, including
expert options.

-m Include in the alignment only those symbols aligned to match states. Do not show
symbols assigned to insert states.

-0 <f> Save alignment to filecf> instead of to standard output.

-q quiet; suppress all output except the alignment itself. Useful for piping or redirect-
ing the output.

Expert Options

--infformat <s> Assert that the inpugedfileis in format<s>; do not run Babelfish format autodec-
tion. This increases the reliability of the program somewhat, because the Babelfish
can make mistakes; particularly recommended for unattended, high-throughput
runs of HMMER. Valid format strings include FASTA, GENBANK, EMBL, GCG,
PIR, STOCKHOLM, SELEX, MSF, CLUSTAL, and PHYLIP. See the User’'s Guide
for a complete list.

--mapali <f> Reads an alignment from filef> and aligns it as a single object to the HMM; e.g.
the alignment incf> is held fixed. This allows you to align sequences to a model
with hmmalign and view them in the context of an existing trusted multiple align-
ment. The alignment to the alignment is defined by a "map” kept in the HMM, and
so is fast and guaranteed to be consistent with the way the HMM was constructed
from the alignment. The alignment in the filef> must be exactly the alignment
that the HMM was built from. Compare thewithali option.
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--withali <f> Reads an alignment from filef> and aligns it as a single object to the HMM;
e.g. the alignment ircf> is held fixed. This allows you to align sequences to a
model withhmmalign and view them in the context of an existing trusted multiple
alignment. The alignment to the alignment is done with a heuristic (nonoptimal)
dynamic programming procedure, which may be somewhat slow and is not guaran-
teed to be completely consistent with the way the HMM was constructed (though it
should be quite close). However, any alignment can be used, not just the alignment
that the HMM was built from. Compare theanapali option.
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3.3 hmmbuild - build a profile HMM from an alignment

Synopsis

hmmbuild [options] hmmfile alignfile

Description

hmmbuild reads a multiple sequence alignment &lgnfile , builds a new profile HMM, and saves the
HMM in hmmfile.

alignfile may be in ClustalW, GCG MSF, SELEX, Stockholm, or aligned FASTA alignment format. The
format is automatically detected.

By default, the model is configured to find one or more nonoverlapping alignments to the complete model:
multiple global alignments with respect to the model, and local with respect to the sequence. This is anal-
ogous to the behavior of themmls program of HMMER 1. To configure the model for multidizcal
alignments with respect to the model and local with respect to the sequence, a la the old gmognésn

use thef (fragment) option. More rarely, you may want to configure the model for a single global align-
ment (global with respect to both model and sequence), usingtiyation; or to configure the model for a
single local/local alignment (a la standard Smith/Waterman, or theroldsw program), use thes option.

Options

-f Configure the model for finding multiple domains per sequence, where each do-
main can be a local (fragmentary) alignment. This is analogous to thenwhafs
program of HMMER 1.

-g Configure the model for finding a single global alignment to a target sequence,
analogous to the oldmms program of HMMER 1.

-h Print brief help; includes version number and summary of all options, including
expert options.

-n <s> Name this HMM<s>. <s> can be any string of non-whitespace characters (e.qg.
one "word"). There is no length limit (at least not one imposed by HMMER; your
shell will complain about command line lengths first).

-0 <f> Re-save the starting alignment<d>, in Stockholm format. The columns which
were assigned to match states will be marked with x’s in an #=RF annotation line.
If either the--hand or --fast construction options were chosen, the alignment may
have been slightly altered to be compatible with Plan 7 transitions, so saving the
final alignment and comparing to the starting alignment can let you view these
alterations. See the User’s Guide for more information on this arcane side effect.

-s Configure the model for finding a single local alignment per target sequence. This
is analogous to the standard Smith/Waterman algorithm durttmasw program of
HMMER 1.
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-A  Append this model to an existifgnmfilerather than creatingmmfile.Useful for
building HMM libraries (like Pfam).

-F Force overwriting of an existingmmfile.Otherwise HMMER will refuse to clob-
ber your existing HMM files, for safety’s sake.

Expert Options

--amino Force the sequence alignment to be interpreted as amino acid sequences. Nor-
mally HMMER autodetects whether the alignment is protein or DNA, but some-
times alignments are so small that autodetection is ambiguous:r&edeic.

--archpri <x> Set the "architecture prior” used by MAP architecture constructionxs, where
<x> is a probability between 0 and 1. This parameter governs a geometric prior
distribution over model lengths. Asx> increases, longer models are favored a
priori. As <x> decreases, it takes more residue conservation in a column to make
a column a "consensus” match column in the model architecture. The 0.85 default
has been chosen empirically as a reasonable setting.

--binary Write the HMM to hmmfilein HMMER binary format instead of readable ASCII
text.

--cfile <f> Save the observed emission and transition courtsftoafter the architecture has
been determined (e.g. after residues/gaps have been assigned to match, delete, and
insert states). This option is used in HMMER development for generating data files
useful for training new Dirichlet priors. The format of count files is documented in
the User’s Guide.

--fast Quickly and heuristically determine the architecture of the model by assigning all
columns will more than a certain fraction of gap characters to insert states. By
default this fraction is 0.5, and it can be changed using-h&pmaxoption. The
default construction algorithm is a maximum a posteriori (MAP) algorithm, which
is slower.

--gapmax<x> Controls the-fastmodel construction algorithm, but#fastis not being used, has
no effect. If a column has more than a fractiam> of gap symbols in it, it gets
assigned to an insert columr:x> is a frequency from 0 to 1, and by default is
set to 0.5. Higher values afx> mean more columns get assigned to consensus,
and models get longer; smaller valuescof> mean fewer columns get assigned to
consensus, and models get smalex>

--hand Specify the architecture of the model by hand: the alignment file must be in SELEX
or Stockholm format, and the reference annotation line (#=RF in SELEX, #=GC RF
in Stockholm) is used to specify the architecture. Any column marked with a non-
gap symbol (such as an 'x’, for instance) is assigned as a consensus (match) column
in the model.

--idlevel <x> Controls both the determination of effective sequence number and the behavior of
the --wblosumweighting option. The sequence alignment is clustered by percent
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--informat <s>

--noeff

--nucleic

--null <f>

--pam <f>

--pamwgt <x>

--pbswitch <n>

identity, and the number of clusters at a cutoff thresholémf- is used to de-
termine the effective sequence number. Higher valuesxof give more clusters

and higher effective sequence numbers; lower valuesxof give fewer clusters

and lower effective sequence numbets¢c> is a fraction from 0 to 1, and by de-
fault is set to 0.62 (corresponding to the clustering level used in constructing the
BLOSUMG62 substitution matrix).

Assert that the inputedfileis in format<s>; do not run Babelfish format autodec-
tion. This increases the reliability of the program somewhat, because the Babelfish
can make mistakes; particularly recommended for unattended, high-throughput
runs of HMMER. Valid format strings include FASTA, GENBANK, EMBL, GCG,
PIR, STOCKHOLM, SELEX, MSF, CLUSTAL, and PHYLIP. See the User’'s Guide
for a complete list.

Turn off the effective sequence number calculation, and use the true number of
sequences instead. This will usually reduce the sensitivity of the final model (so
don’t do it without good reason!)

Force the alignment to be interpreted as nucleic acid sequence, either RNA or
DNA. Normally HMMER autodetects whether the alignment is protein or DNA,
but sometimes alignments are so small that autodetection is ambiguous- See
amino.

Read a null model from:f>. The default for protein is to use average amino acid
frequencies from Swissprot 34 and p1 = 350/351; for nucleic acid, the default is to
use 0.25 for each base and p1 = 1000/1001. For documentation of the format of
the null model file and further explanation of how the null model is used, see the
User’s Guide.

Apply a heuristic PAM- (substitution matrix-) based prior on match emission prob-
abilities instead of the default mixture Dirichlet. The substitution matrix is read
from <f>. See--pamwgt. The default Dirichlet state transition prior and insert
emission prior are unaffected. Therefore in principle you could combjréor

with --pam but this isn't recommended, as it hasn't been testeekpdm itself
hasn't been tested much!)

Controls the weight on a PAM-based prior. Only has effectpam option is

also in use.<x> is a positive real number, 20.0 by defauktx> is the number

of "pseudocounts” contriubuted by the heuristic prior. Very high values:x#

can force a scoring system that is entirely driven by the substitution matrix, making
HMMER somewhat approximate Gribskov profiles.

For alignments with a very large number of sequences, the GSC, BLOSUM, and
Voronoi weighting schemes are slow; they're O@) for N sequences. Henikoff
position-based weights (PB weights) are more efficient. At or above a certain
threshold sequence numben> hmmbuild will switch from GSC, BLOSUM,

or Voronoi weights to PB weights. To disable this switching behavior (at the cost
of compute time, setn> to be something larger than the number of sequences in
your alignment.<n> is a positive integer; the default is 1000.
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--prior <f>

--swentry <x>

--swexit <x>

--verbose

--wblosum

--wgsc

--wme

--wnone

--wpb

--WVOronoi

Read a Dirichlet prior fromxf>, replacing the default mixture Dirichlet. The
format of prior files is documented in the User’s Guide, and an example is given in
the Demos directory of the HMMER distribution.

Controls the total probability that is distributed to local entries into the model, ver-
sus starting at the beginning of the model as in a global alignment> is a
probability from 0 to 1, and by default is set to 0.5. Higher valuescgrf- mean

that hits that are fragments on their left (N or 5’-terminal) side will be penalized
less, but complete global alignments will be penalized more. Lower valuezef
mean that fragments on the left will be penalized more, and global alignments on
this side will be favored. This option only affects the configurations that allow local
alignments, e.g-sand-f; unless one of these options is also activated, this option
has no effect. You have independent control over local/global alignment behavior
for the N/C (5'/3’) termini of your target sequences usirgwentry and--swexit.

Controls the total probability that is distributed to local exits from the model, versus
ending an alignment at the end of the model as in a global alignmext: is a
probability from 0 to 1, and by default is set to 0.5. Higher values:gf mean

that hits that are fragments on their right (C or 3'-terminal) side will be penalized
less, but complete global alignments will be penalized more. Lower valuezef
mean that fragments on the right will be penalized more, and global alignments on
this side will be favored. This option only affects the configurations that allow local
alignments, e.g-s and-f; unless one of these options is also activated, this option
has no effect. You have independent control over local/global alignment behavior
for the N/C (5'/3’) termini of your target sequences usirgwentry and--swexit.

Print more possibly useful stuff, such as the individual scores for each sequence in
the alignment.

Use the BLOSUM filtering algorithm to weight the sequences, instead of the de-
fault. Cluster the sequences at a given percentage identity-{demvel); assign

each cluster a total weight of 1.0, distributed equally amongst the members of that
cluster.

Use the Gerstein/Sonnhammer/Chothia ad hoc sequence weighting algorithm. This
is already the default, so this option has no effect (unless it follows another option
in the --w family, in which case it overrides it).

Use the Krogh/Mitchison maximum entropy algorithm to "weight” the sequences.
This supercedes the Eddy/Mitchison/Durbin maximum discrimination algorithm,
which gives almost identical weights but is less robust. ME weighting seems to
give a marginal increase in sensitivity over the default GSC weights, but takes a
fair amount of time.

Turn off all sequence weighting.
Use the Henikoff position-based weighting scheme.

Use the Sibbald/Argos Voronoi sequence weighting algorithm in place of the de-
fault GSC weighting.
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3.4 hmmcalibrate - calibrate HMM search statistics

Synopsis

hmmcalibrate [options] hmmfile

Description

hmmocalibrate reads an HMM file fromhmmfile,scores a large number of synthesized random sequences
with it, fits an extreme value distribution (EVD) to the histogram of those scores, and rehsandidenow
including the EVD parameters.

hmmcalibrate may take several minutes (or longer) to run. While it is running, a temporary file called
hmmfile.xxxs generated in your working directory. If you abd&wnhmcalibrate prematurely (ctrl-C, for
instance), your origindimmfilewill be untouched, and you should delete tiremfile.xxxemporary file.

Options

-h Print brief help; includes version number and summary of all options, including
expert options.

Expert Options

--cpu <n> Sets the maximum number of CPUs that the program will run on. The default is to
use all CPUs in the machine. Overrides the HMMBRPU environment variable.
Only affects threaded versions of HMMER (the default on most systems).

--fixed <n> Fix the length of the random sequencesdm>, where<n> is a positive (and rea-
sonably sized) integer. The default is instead to generate sequences with a variety
of different lengths, controlled by a Gaussian (normal) distribution.

--histfile <f> Save a histogram of the scores and the fitted theoretical curve toffile

--mean<x> Set the mean length of the synthetic sequencesxts, where<x> is a positive
real number. The default is 350.

--num <n> Set the number of synthetic sequencesto>, where<n> is a positive integer.
If <n> is less than about 1000, the fit to the EVD may fail. Higher numbers of
<n> will give better determined EVD parameters. The default is 5000; it was
empirically chosen as a tradeoff between accuracy and computation time.

--pvm Run on a Parallel Virtual Machine (PVM). The PVM must already be running.
The client progranhmmcalibrate-pvm must be installed on all the PVM nodes.
Optional PVM support must have been compiled into HMMER.

--sd <x> Set the standard deviation of the synthetic sequence length distributiar>tp
where<x> is a positive real number. The default is 350. Note that the Gaussian is
left-truncated so that no sequences have length§.
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--seed<n> Setthe random seed ton>, where<n> is a positive integer. The default is to use
time() to generate a different seed for each run, which means that two different runs
of hmmcalibrate on the same HMM will give slightly different results. You can
use this option to generate reproducible results for diffehemtncalibrate runs
on the same HMM.
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3.5 hmmconvert - convert between profile HMM file formats

Synopsis

hmmconvert [options] oldhmmfile newhmmfile

Description

hmmconvert reads an HMM file fromoldhmmfilein any HMMER format, and writes it to a new file
newhmmfilén a new formatoldhmmfileandnewhmmfilenust be different files; you can’t reliably overwrite
the old file. By default, the new HMM file is written in HMMER 2 ASCII format. Available formats are
HMMER 2 ASCII (default), HMMER 2 binary-b) GCG profile(-p) , and Compugen XSW extended profile

(-P).

Options
-a Convertto HMMER 2 ASCII file. This is the default, so this option is unnecessary.
-b  Convert to HMMER 2 binary file.

-h Print brief help; includes version number and summary of all options, including
expert options.

-p Convert to GCG profile .prf format.
-A  Append mode; append tewhmmfilgather than creating a new file.

-F Force; ifnewhmmfilalready exists, anéA is not being used to append to the file,
hmmconvert will refuse to clobber the existing file unleSss used.

-P Convert the HMM to Compugen XSW extended profile format, which is similar to
GCG profile format but has two extra columns for delete-open and delete-extend
costs. (I do not believe that Compugen publicly supports this format; it may be
undocumented.)
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3.6 hmmemit - generate sequences from a profile HMM

Synopsis

hmmemit [options] hmmfile

Description

hmmemit reads an HMM file fromhmmfilecontaining one or more HMMs, and generates a number of se-
qguences from each HMM; or, if the option is selected, generate a single majority-rule consensus. This can

be useful for various applications in which one needs a simulation of sequences consistent with a sequence
family consensus.

By default,hmmemit generates 10 sequences and outputs them in FASTA (unaligned) format.

Options
-a Write the generated sequences in an aligned format (SELEX) rather than FASTA.

-c Predict a single majority-rule consensus sequence instead of sampling sequences
from the HMM's probability distribution. Highly conserved residues{p 0.9 for
DNA, p >= 0.5 for protein) are shown in upper case; others are shown in lower case.
Some insert states may become part of the majority rule consensus, because they
are used in>= 50% of generated sequences; when this happens, insert-generated
residues are simply shown as "x".

-h Print brief help; includes version number and summary of all options, including
expert options.

-n <n> Generate<n> sequences. Default is 10.
-0 <f> Save the synthetic sequences to filie> rather than writing them to stdout.

-g Quiet; suppress all output except for the sequences themselves. Useful for piping
or directing the output.

Expert Options

--seed<n> Set the random seed ton>, where<n> is a positive integer. The default is to
usetime() to generate a different seed for each run, which means that two different
runs ofhmmemit on the same HMM will give slightly different results. You can
use this option to generate reproducible results.
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3.7 hmmfetch - retrieve an HMM from an HMM database

Synopsis

hmmfetch [options] database hame

Description

hmmfetch is a small utility that retrieves an HMM callestamefrom a HMMER model database called
database.in a new format, and prints that model to standard output. For exarmpimfetchPfam rrm
retrieves the RRM (RNA recognition motif) model from Pfam, if the environment variable HMMERDB is
set to the location of the Pfam database. The retrieved HMM file is written in HMMER 2 ASCII format.

The database must have an associated GSl index file. To index an HMM database, use thetprogiam
dex.

Options

-h Print brief help; includes version number and summary of all options, including
expert options.
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3.8 hmmindex - create a binary SSI index for an HMM database

Synopsis

hmmindex [options] database

Description
hmmindex s a utility that creates a binary SSI ("squid sequence index” format) index for an HMM database

file calleddatabaseThe new index file is namedatabase.ssiAn SSI index file is required fanmmfetch
to work, and also for the PVM implementationlminmpfam.

Options

-h Print brief help; includes version number and summary of all options, including
expert options.
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3.9 hmmpfam- search one or more sequences against an HMM database

Synopsis

hmmpfam [options] hmmfile seqfile

Description

hmmpfam reads a sequence figeqfileand compares each sequence in it, one at a time, against all the
HMMs in hmmfilelooking for significantly similar sequence matches.

hmmfilewill be looked for first in the current working directory, then in a directory named by the envi-
ronment variableHMMERDB. This lets administrators install HMM library(s) such as Pfam in a common
location.

There is a separate output report for each sequersagjiiie. This report consists of three sections: a ranked

list of the best scoring HMMs, a list of the best scoring domains in order of their occurrence in the sequence,
and alignments for all the best scoring domains. A sequence score may be higher than a domain score for the
same sequence if there is more than one domain in the sequence; the sequence score takes into account all
the domains. All sequences scoring above-thand-T cutoffs are shown in the first list, theverydomain

found in this list is shown in the second list of domain hits. If desired, E-value and bit score thresholds may
also be applied to the domain list using theomEand--domT options.

Options

-h Print brief help; includes version number and summary of all options, including
expert options.

-n Specify that models and sequence are nucleic acid, not protein. Other HMMER
programs autodetect this; but because of the order in wiriempfam accesses
data, it can’t reliably determine the correct "alphabet” by itself.

-A <n> Limits the alignment output to then> best scoring domains:AO shuts off the
alignment output and can be used to reduce the size of output files.

-E <x> Set the E-value cutoff for the per-sequence ranked hit listt, where<x> is a
positive real number. The default is 10.0. Hits with E-values better than (less than)
this threshold will be shown.

-T <x> Set the bit score cutoff for the per-sequence ranked hit listds, where<x> is a
real number. The default is negative infinity; by default, the threshold is controlled
by E-value and not by bit score. Hits with bit scores better than (greater than) this
threshold will be shown.

-Z <n> Calculate the E-value scores as if we had seen a sequence datakase eé-
guences. The default is arbitrarily set to 59021, the size of Swissprot 34.
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Expert Options

--acc

--compat

--cpu <n>

--cut_ga

--cut_tc

--cut_nc

--domE <x>

--domT <x>

Report HMM accessions instead of names in the output reports. Useful for high-
throughput annotation, where the data are being parsed for storage in a relational
database.

Use the output format of HMMER 2.1.1, the 1998-2001 public release; provided
s0 2.1.1 parsers don’t have to be rewritten.

Sets the maximum number of CPUs that the program will run on. The default is to
use all CPUs in the machine. Overrides the HMMBRPU environment variable.
Only affects threaded versions of HMMER (the default on most systems).

Use Pfam GA (gathering threshold) score cutoffs. Equivalent to --gtoBA1> --
domT <GA2>, but the GA1 and GA2 cutoffs are read from each HMMhinmfile
individually. hmmbuild puts these cutoffs there if the alignment file was annotated
in a Pfam-friendly alignment format (extended SELEX or Stockholm format) and
the optional GA annotation line was present. If these cutoffs are not set in the
HMM file, --cut_ga doesn’t work.

Use Pfam TC (trusted cutoff) score cutoffs. Equivalent to --glefIC1> --domT
<TC2>, but the TC1 and TC2 cutoffs are read from each HMMimmfileindi-
vidually. hmmbuild puts these cutoffs there if the alignment file was annotated in
a Pfam-friendly alignment format (extended SELEX or Stockholm format) and the
optional TC annotation line was present. If these cutoffs are not set in the HMM
file, --cut_tc doesn’t work.

Use Pfam NC (noise cutoff) score cutoffs. Equivalent to --gletiNC1> --domT
<NC2>, but the NC1 and NC2 cutoffs are read from each HMNhimmfileindi-
vidually. hmmbuild puts these cutoffs there if the alignment file was annotated in
a Pfam-friendly alignment format (extended SELEX or Stockholm format) and the
optional NC annotation line was present. If these cutoffs are not set in the HMM
file, --cut_nc doesn’t work.

Set the E-value cutoff for the per-domain ranked hit liskte>, where <x> is

a positive real number. The default is infinity; by default, all domains in the se-
guences that passed the first threshold will be reported in the second list, so that the
number of domains reported in the per-sequence list is consistent with the number
that appear in the per-domain list.

Set the bit score cutoff for the per-domain ranked hit liskbta>, where<x> is

a real number. The default is negative infinity; by default, all domains in the se-
guences that passed the first threshold will be reported in the second list, so that the
number of domains reported in the per-sequence list is consistent with the number
that appear in the per-domain listnportantnote: only one domain in a sequence

is absolutely controlled by this parameter, or-bgomT. The second and subse-
guent domains in a sequence have a de facto bit score threshold of 0 because of
the details of how HMMER works. HMMER requires at least one pass through the
main model per sequence; to do more than one pass (more than one domain) the
multidomain alignment must have a better score than the single domain alignment,
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--forward

--informat <s>

--null2

--pvm

--Xnu

and hence the extra domains must contribute positive score. See the Users’ Guide
for more detail.

Use the Forward algorithm instead of the Viterbi algorithm to determine the per-
sequence scores. Per-domain scores are still determined by the Viterbi algorithm.
Some have argued that Forward is a more sensitive algorithm for detecting remote
sequence homologues; my experiments with HMMER have not confirmed this,
however.

Assert that the inpwtedfileis in format<s>; do not run Babelfish format autodec-
tion. This increases the reliability of the program somewhat, because the Babelfish
can make mistakes; particularly recommended for unattended, high-throughput
runs of HMMER. Valid format strings include FASTA, GENBANK, EMBL, GCG,
PIR, STOCKHOLM, SELEX, MSF, CLUSTAL, and PHYLIP. See the User’'s Guide
for a complete list.

Turn off the post hoc second null model. By default, each alignment is rescored by
a postprocessing step that takes into account possible biased composition in either
the HMM or the target sequence. This is almost essential in database searches,
especially with local alignment models. There is a very small chance that this
postprocessing might remove real matches, and in these-easi2 may improve
sensitivity at the expense of reducing specificity by letting biased composition hits
through.

Run on a Parallel Virtual Machine (PVM). The PVM must already be running.
The client progranihmmpfam-pvm must be installed on all the PVM nodes. The
HMM databasenmmfileand an associated GSI index ftenmfilegsi must also

be installed on all the PVM nodes. (The GSI index is produced by the program
hmmindex.) Because the PVM implementation is I1/O bound, it is highly recom-
mended that each node have a local cophraffilerather than NFS mounting a
shared copy. Optional PVM support must have been compiled into HMMER for
--pvm to function.

Turn on XNU filtering of target protein sequences. Has no effect on nucleic acid
sequences. In trial experimentssnu appears to perform less well than the default
post hoc null2 model.
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3.10 hmmsearch - search a sequence database with a profile HMM

Synopsis

hmmsearch[options] hmmfile seqfile

Description

hmmsearchreads an HMM fromhmmfileand searchesedfilefor significantly similar sequence matches.

sedfilewill be looked for first in the current working directory, then in a directory named by the environment
variableBLASTDB.This lets users use existing BLAST databases, if BLAST has been configured for the
site.

hmmsearchmay take minutes or even hours to run, depending on the size of the sequence database. Itis a
good idea to redirect the output to a file.

The output consists of four sections: a ranked list of the best scoring sequences, a ranked list of the best
scoring domains, alignments for all the best scoring domains, and a histogram of the scores. A sequence
score may be higher than a domain score for the same sequence if there is more than one domain in the
sequence; the sequence score takes into account all the domains. All sequences scoring dbawel tiie

cutoffs are shown in the first list, theverydomain found in this list is shown in the second list of domain

hits. If desired, E-value and bit score thresholds may also be applied to the domain list usirdpthE
and--domT options.

Options

-h Print brief help; includes version number and summary of all options, including
expert options.

-A <n> Limits the alignment output to then> best scoring domains:AO shuts off the
alignment output and can be used to reduce the size of output files.

-E <x> Set the E-value cutoff for the per-sequence ranked hit listty, where<x> is a
positive real number. The default is 10.0. Hits with E-values better than (less than)
this threshold will be shown.

-T <x> Set the bit score cutoff for the per-sequence ranked hit listds, where<x> is a
real number. The default is negative infinity; by default, the threshold is controlled
by E-value and not by bit score. Hits with bit scores better than (greater than) this
threshold will be shown.

-Z <n> Calculate the E-value scores as if we had seen a sequence datakase eé-
guences. The defaultis the number of sequences seen in your databasediliée>.
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Expert Options

--compat

--cpu <n>

--cut_ga

--cut_tc

--cut_nc

--domE <x>

--domT <x>

--forward

Use the output format of HMMER 2.1.1, the 1998-2001 public release; provided
so 2.1.1 parsers don’t have to be rewritten.

Sets the maximum number of CPUs that the program will run on. The default is to
use all CPUs in the machine. Overrides the HMMBRPU environment variable.
Only affects threaded versions of HMMER (the default on most systems).

Use Pfam GA (gathering threshold) score cutoffs. Equivalent to --gloBR1>
--domT <GA2>, but the GA1 and GAZ2 cutoffs are read from the HMM file. hmm-
build puts these cutoffs there if the alignment file was annotated in a Pfam-friendly
alignment format (extended SELEX or Stockholm format) and the optional GA an-
notation line was present. If these cutoffs are not set in the HMM {iait_ga
doesn’t work.

Use Pfam TC (trusted cutoff) score cutoffs. Equivalent to --glefIC1> --domT
<TC2>, but the TC1 and TC2 cutoffs are read from the HMM file. hmmbuild puts
these cutoffs there if the alignment file was annotated in a Pfam-friendly alignment
format (extended SELEX or Stockholm format) and the optional TC annotation line
was present. If these cutoffs are not set in the HMM fileyt_tc doesn’t work.

Use Pfam NC (noise cutoff) score cutoffs. Equivalent to --gletiNC1> --domT
<NC2>, butthe NC1 and NC2 cutoffs are read from the HMM file. hmmobuild puts
these cutoffs there if the alignment file was annotated in a Pfam-friendly alignment
format (extended SELEX or Stockholm format) and the optional NC annotation
line was present. If these cutoffs are not set in the HMM fileut_nc doesn't
work.

Set the E-value cutoff for the per-domain ranked hit lisktw>, where <x> is

a positive real number. The default is infinity; by default, all domains in the se-
guences that passed the first threshold will be reported in the second list, so that the
number of domains reported in the per-sequence list is consistent with the number
that appear in the per-domain list.

Set the bit score cutoff for the per-domain ranked hit liskbta>, where<x> is

a real number. The default is negative infinity; by default, all domains in the se-
guences that passed the first threshold will be reported in the second list, so that the
number of domains reported in the per-sequence list is consistent with the number
that appear in the per-domain listnportantnote: only one domain in a sequence

is absolutely controlled by this parameter, or-sgomT. The second and subse-
guent domains in a sequence have a de facto bit score threshold of O because of
the details of how HMMER works. HMMER requires at least one pass through the
main model per sequence; to do more than one pass (more than one domain) the
multidomain alignment must have a better score than the single domain alignment,
and hence the extra domains must contribute positive score. See the Users’ Guide
for more detail.

Use the Forward algorithm instead of the Viterbi algorithm to determine the per-
sequence scores. Per-domain scores are still determined by the Viterbi algorithm.
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--informat <s>

--null2

--pvm

--Xnu

Some have argued that Forward is a more sensitive algorithm for detecting remote
sequence homologues; my experiments with HMMER have not confirmed this,
however.

Assert that the inputedfileis in format<s>; do not run Babelfish format autodec-
tion. This increases the reliability of the program somewhat, because the Babelfish
can make mistakes; particularly recommended for unattended, high-throughput
runs of HMMER. Valid format strings include FASTA, GENBANK, EMBL, GCG,
PIR, STOCKHOLM, SELEX, MSF, CLUSTAL, and PHYLIP. See the User’s Guide
for a complete list.

Turn off the post hoc second null model. By default, each alignment is rescored by
a postprocessing step that takes into account possible biased composition in either
the HMM or the target sequence. This is almost essential in database searches,
especially with local alignment models. There is a very small chance that this
postprocessing might remove real matches, and in these-eagh2 may improve
sensitivity at the expense of reducing specificity by letting biased composition hits
through.

Run on a Parallel Virtual Machine (PVM). The PVM must already be running. The
client programhmmsearch-pvmmust be installed on all the PVYM nodes. Optional
PVM support must have been compiled into HMMER.

Turn on XNU filtering of target protein sequences. Has no effect on nucleic acid
sequences. In trial experimerts¢gnu appears to perform less well than the default
post hoc null2 model.
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3.11 afetch - retrieve an alignment from an alignment database

Synopsis

afetch [options] alignmentdb key

afetch --indexalignmentdb

Description

afetchretrieves the alignment namé&dyfrom an alignment database in fadignmentdb.
alignmentdbs a "multiple multiple alignment” file in Stockholm (e.g. native Pfam) format.
keyis either the name (ID) of the alignment, or its accession number (AC).

Thealignmentdifile should first be SSI indexed withifetch --indexfor efficient retrieval. An SSl index is
not required, but alignment retrieval without one may be painfully slow.
Options
-h Print brief help; includes version number and summary of all options, including
expert options.
Expert Options

--index Instead of retrieving &ey,the special commanafetch --index alignmentdbpro-
duces an SSl index of the names and accessions of the alignments in #ligrfile
mentdb.This should be run once on tialignmentdtfile to prepare it for all future
afetch’s.
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3.12 alistat - show statistics for a multiple alignment file

Synopsis

alistat [options] alignfile

Description

alistat reads a multiple sequence alignment from thedlignfile in any supported format (including SE-

LEX, GCG MSF, and CLUSTAL), and shows a number of simple statistics about it. These statistics include
the name of the format, the number of sequences, the total number of residues, the average and range of the
sequence lengths, the alignment length (e.g. including gap characters).

Also shown are some percent identities. A percent pairwise alignment identity is defirf{etemais /
MIN(lenl, len2)) wheredentsis the number of exact identities aiehl, len2 are the unaligned lengths

of the two sequences. The "average percent identity”, "most related pair”, and "most unrelated pair” of the
alignment are the average, maximum, and minimum of all (N)(N-1)/2 pairs, respectively. The "most distant
seq” is calculated by finding the maximum pairwise identity (best relative) for all N sequences, then finding

the minimum of these N numbers (hence, the most outlying sequence).

Options

-a Show additional verbose information: a table with one line per sequence showing
name, length, and its highest and lowest pairwise identity. These lines are prefixed
with a * character to enable eastyep’ing them out and sorting them. For exam-
ple, alistat -a foo.slx| grep ™” | sort -n +3 gives a ranked list of the most distant
sequences in the alignment. Incompatible with-fheption.

-f  Fast; use a sampling method to estimate the average %id. When this option is cho-
sen,alistat doesn’t show the other three pairwise identity numbers. This option is
useful for very large alignments, for which the full (N)(N-1) calculation of all pairs
would be prohibitive (e.g. Pfam’s GP120 alignment, with over 10,000 sequences).
Incompatible with thea option.

-h Print brief help; includes version number and summary of all options, including
expert options.

-g be quiet - suppress the verbose header (program name, release number and date,
the parameters and options in effect).

-B (Babelfish). Autodetect and read a sequence file format other than the default
(FASTA). Almost any common sequence file format is recognized (including Gen-
bank, EMBL, SWISS-PROT, PIR, and GCG unaligned sequence formats, and Stock-
holm, GCG MSF, and Clustal alignment formats). See the printed documentation
for a complete list of supported formats.
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Expert Options

--informat <s> Specify that the sequence file is in formas>, rather than the default FASTA for-
mat. Common examples include Genbank, EMBL, GCG, PIR, Stockholm, Clustal,
MSF, or PHYLIP; see the printed documentation for a complete list of accepted for-
mat names. This option overrides the default format (FASTA) andBHabelfish
autodetection option.
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3.13 seqstat

Synopsis

- show statistics and format for a sequence file

seqstat[options] sedfile

Description

seqstatreads a sequence fiedfileand shows a number of simple statistics about it. The printed statistics
include the name of the format, the residue type of the first sequence (protein, RNA, or DNA), the number
of sequences, the total number of residues, and the average and range of the sequence lengths.

Options
-a
-h
-B
Expert Options

--informat <s>

--quiet

Show additional verbose information: a table with one line per sequence showing
name, length, and description line. These lines are prefixed with a * character to
enable easilgrep’ing them out and sorting them.

Print brief help; includes version number and summary of all options, including
expert options.

(Babelfish). Autodetect and read a sequence file format other than the default
(FASTA). Almost any common sequence file format is recognized (including Gen-
bank, EMBL, SWISS-PROT, PIR, and GCG unaligned sequence formats, and Stock-
holm, GCG MSF, and Clustal alignment formats). See the printed documentation
for a complete list of supported formats.

Specify that the sequence file is in formad>, rather than the default FASTA for-
mat. Common examples include Genbank, EMBL, GCG, PIR, Stockholm, Clustal,
MSF, or PHYLIP; see the printed documentation for a complete list of accepted
format names. This option overrides the default expected format (FASTA) and the
-B Babelfish autodetection option.

Suppress the verbose header (program name, release number and date, the param-
eters and options in effect).
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3.14 sfetch - geta sequence from a flatfile database.

Synopsis

sfetch[options] segname

Description

sfetchretrieves the sequence nansstinamdrom a sequence database.

Which database is used is controlled by tdeand-D options, or "little databases” and "big databases”.
The directory location of "big databases” can be specified by environment variables, such as $SWDIR for
Swissprot, and $GBDIR for Genbank (sé&& for complete list). A complete file path must be specified for
"little databases”. By default, if neither option is specified and the name looks like a Swissprot identifier
(e.g. it has a character), the $SWDIR environment variable is used to attempt to retrieve the sequence
segnamérom Swissprot.

A variety of other options are available which allow retrieval of subsequenrkd}, fetrieval by accession
number instead of by namealj; reformatting the extracted sequence into a variety of other formiajs (
etc.

If the database has been GSI indexed, sequence retrieval will be extremely efficient; else, retrieval may be
painfully slow (the entire database may have to be read into memory tediqulame GSI indexing is
recommended for all large or permanent databases. This program was originally gatsegiand was
renamed because it clashed with a GCG program of the same name.

Options
-a Interpretsegnames an accession number, not an identifier.

-d <sedfile- Retrieve the sequence from a sequence file nareegfile-. If a GSI index
<seqfile-.gsiexists, it is used to speed up the retrieval.

-f <from> Extract a subsequence starting from positicinom>, rather than from 1. Sed.
If <from> is greater tharcto> (as specified by the option), then the sequence
is extracted as its reverse complement (it is assumed to be nucleic acid sequence).

-h Print brief help; includes version number and summary of all options, including
expert options.

-0 <outfile> Direct the output to a file namedoutfile>. By default, output would go to stdout.

-r <newname Rename the sequenesnewname- in the output after extraction. By default, the
original sequence identifier would be retained. Useful, for instance, if retrieving
a sequence fragment; the coordinates of the fragment might be added to the name
(this is what Pfam does).
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-t <to>

-D «<database

-F <format>

Expert Options

--informat <s>

Extract a subsequence that ends at positido>, rather than at the end of the
sequence. Seé If <to> is less thancfrom> (as specified by thd option), then

the sequence is extracted as its reverse complement (it is assumed to be nucleic acid
sequence)

(Babelfish). Autodetect and read a sequence file format other than the default
(FASTA). Almost any common sequence file format is recognized (including Gen-
bank, EMBL, SWISS-PROT, PIR, and GCG unaligned sequence formats, and Stock-
holm, GCG MSF, and Clustal alignment formats). See the printed documentation
for a complete list of supported formats.

Retrieve the sequence from the main sequence database <ddézbase-. For

each code, there is an environment variable that specifies the directory path to that
database. Recognized codes and their corresponding environment variables are
Dsw (Swissprot, $SWDIR);Dpir (PIR, $PIRDIR);-Dem(EMBL, $EMBLDIR);

-Dgb (Genbank, $GBDIR):Dwp (Wormpep, $WORMDIR); andDowl (OWL,
$OWLDIR). Each database is read in its native flatfile format.

Reformat the extracted sequence into a different format. (By default, the sequence
is extracted from the database in the same format as the database.) Available for-
mats areembl, fasta, genbank, gcg, strider, zuker, ig, pir, squidandraw.

Specify that the sequence file is in formas>, rather than the default FASTA for-
mat. Common examples include Genbank, EMBL, GCG, PIR, Stockholm, Clustal,
MSF, or PHYLIP; see the printed documentation for a complete list of accepted for-
mat names. This option overrides the default format (FASTA) aneBlizabelfish
autodetection option.
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3.15 shuffle  -randomize the sequences in a sequence file

Synopsis

shuffle [options] seqfile

Description

shuffle reads a sequence figedfile,randomizes each sequence, and prints the randomized sequences in
FASTA format on standard output. The sequence names are unchanged; this allows you to track down the
source of each randomized sequence if necessary.

The default is to simply shuffle each input sequence, preserving monosymbol composition exactly. To
shuffle each sequence while preserving both its monosymbol and disymbol composition exactly-dse the
option.

The -0 and -1 options allow you to generate sequences with the same Markov properties as each input
sequence. WithO, for each input sequence, Oth order Markov statistics are collected (e.g. symbol compo-
sition), and a new sequence is generated with the same composition-\\itle generated sequence has

the same 1st order Markov properties as the input sequence (e.g. the same disymbol frequencies). Note that
the default andO, or -d and-1, are similar; the shuffling algorithms preserve composition exactly, while the
Markov algorithms only expect to generate a sequence of similar composition on average. Other shuffling
algorithms are also available, as documented below in the options.

Options

-0 Calculate Oth order Markov frequencies of each input sequence (e.g. residue com-
position); generate output sequence using the same 0th order Markov frequencies.

-1 Calculate 1st order Markov frequencies for each input sequence (e.g. diresidue
composition); generate output sequence using the same 1st order Markov frequen-
cies. The first residue of the output sequence is always the same as the first residue
of the input sequence.

-d Shuffle the input sequence while preserving both monosymbol and disymbol com-
position exactly. Uses an algorithm published by S.F. Altschul and B.W. Erickson,
Mol. Biol. Evol. 2:526-538, 1985.

-h Print brief help; includes version number and summary of all options, including
expert options.

-l Look only at the length of each input sequence; generate an i.i.d. output protein
sequence of that length, using monoresidue frequencies typical of proteins (taken
from Swissprot 35).

-n <n> Make <n> different randomizations of each input sequencsddfile rather than
the default of one.
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-t <n>

W <n>

Expert Options

--informat <s>

--nodesc

--seed<s>

Generate the output sequence by reversing the input sequence. (Therefore only one
"randomization” per input sequence is possible, so it's not worth usirifjyou
use reversal.)

Truncate each input sequence to a fixed length of exautly residues. If the input
sequence is shorter tham> it is discarded (therefore the output file may contain
fewer sequences than the input file). If the input sequence is longexthana
contiguous subsequence is randomly chosen.

Regionally shuffle each input sequence in window sizesiof-, preserving lo-

cal residue composition in each window. Probably a better shuffling algorithm
for biosequences with nonstationary residue composition (e.g. composition that is
varying along the sequence, such as between different isochores in human genome
sequence).

(Babelfish). Autodetect and read a sequence file format other than the default
(FASTA). Almost any common sequence file format is recognized (including Gen-
bank, EMBL, SWISS-PROT, PIR, and GCG unaligned sequence formats, and Stock-
holm, GCG MSF, and Clustal alignment formats). See the printed documentation
for a complete list of supported formats.

Specify that the sequence file is in formad>, rather than the default FASTA for-
mat. Common examples include Genbank, EMBL, GCG, PIR, Stockholm, Clustal,
MSF, or PHYLIP; see the printed documentation for a complete list of accepted
format names. This option overrides the default expected format (FASTA) and the
-B Babelfish autodetection option.

Do not output any sequence description in the output file, only the sequence names.

Set the random number seeckts>. If you want reproducible results, use the same
seed each time. By defaukhuffle uses a different seed each time, so does not
generate the same output in subsequent runs with the same input.
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3.16 sreformat - convert sequence file to different format

Synopsis

sreformat [options] format seqfile

Description

sreformat reads the sequence fiedfilein any supported format, reformats it into a new format specified
by format, then prints the reformatted text.

Supported input formats include (but are not limited to) the unaligned formats FASTA, Genbank, EMBL,
SWISS-PROT, PIR, and GCG, and the aligned formats Stockholm, Clustal, GCG MSF, and Phylip.

Available unaligned output file format codes inclufdesta (FASTA format); embl (EMBL/SWISSPROT
format);genbankGenbank format)ycg(GCG single sequence formatjggdata(GCG flatfile database for-
mat);strider (MacStrider format)zuker(Zuker MFOLD format);g (Intelligenetics format)pir (PIR/CODATA
flatfile format);squid(an undocumented St. Louis forma@w (raw sequence, no other information).

The available aligned output file format codes inclteckholm(PFAM/Stockholm format)msf (GCG
MSF format); a2m (aligned FASTA format, called A2M by the UC Santa Cruz HMM groupHYLIP
(Felsenstein’s PHYLIP format); arsklex(old SELEX/HMMER/Pfam annotated alignment format);

All thee codes are interpreted case-insensitively (e.g. MSF, Msf, or msf all work).

Unaligned format files cannot be reformatted to aligned formats. However, aligned formats can be refor-
matted to unaligned formats -- gap characters are simply stripped out.

This program was originally nameeformat, but that name clashes with a GCG program of the same name.

Options

-a Enable alignment reformatting. By default, sreformat expects that the input file
should be handled as an unaligned input file (even if it is an alignment), and it will
not allow you to convert an unaligned file to an alignment (for obvious reasons).
This may seem silly; surely if sreformat can autodetect and parse alignment file
formats as input, it can figure out when it's got an alignment! There are two reasons.
One is just the historical structure of the code. The other is that FASTA unaligned
format and A2M aligned format (aligned FASTA) are impossible to tell apart with
100% confidence.

-d DNA; convert U's to T's, to make sure a nucleic acid sequence is shown as DNA
not RNA. Seer.

-h Print brief help; includes version number and summary of all options, including
expert options.

-l Lowercase; convert all sequence residues to lower caseuSee
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-r  RNA; convert T's to U’s, to make sure a nucleic acid sequence is shown as RNA
not DNA. Seed.

-u Uppercase; convert all sequence residues to upper casd. See

-X For DNA sequences, convert non-lUPAC characters (such as X's) to N’s. This is for
compatibility with benighted people who insist on using X instead of the IUPAC
ambiguity character N. (X is for ambiguity in an amino acid residue). Warning:
the code doesn’t check that you are actually giving it DNA. It simply literally just
converts non-lUPAC DNA symbols to N. So if you accidentally give it protein
sequence, it will happily convert most every amino acid residue to an N.

-B (Babelfish). Autodetect and read a sequence file format other than the default
(FASTA). Almost any common sequence file format is recognized (including Gen-
bank, EMBL, SWISS-PROT, PIR, and GCG unaligned sequence formats, and Stock-
holm, GCG MSF, and Clustal alignment formats). See the printed documentation
for a complete list of supported formats.

Expert Options

--informat <s> Specify that the sequence file is in formas>, rather than the default FASTA for-
mat. Common examples include Genbank, EMBL, GCG, PIR, Stockholm, Clustal,
MSF, or PHYLIP; see the printed documentation for a complete list of accepted for-
mat names. This option overrides the default format (FASTA) aneBHabelfish
autodetection option.

--mingap If sedfileis an alignment, remove any columns that contain 100% gap characters,
minimizing the overall length of the alignment. (Often useful if you've extracted a
subset of aligned sequences from a larger alignment.)

--pfam For SELEX alignment output format only, put the entire alignment in one block
(don't wrap into multiple blocks). This is close to the format used internally by
Pfam in Stockholm and Cambridge.

--sam Tryto convert gap characters to UC Santa Cruz SAM style, where a. means agap in
an insert column, and a - means a deletion in a consensus/match column. This only
works for converting aligned file formats, and only if the alignment already adheres
to the SAM convention of upper case for residues in consensus/match columns,
and lower case for residues in insert columns. This is true, for instance, of all
alignments produced by old versions of HMMER. (HMMER2 produces alignments
that adhere to SAM’s conventions even in gap character choice.) This option was
added to allow Pfam alignments to be reformatted into something more suitable for
profile HMM construction using the UCSC SAM software.

--samfrac <x> Try to convert the alignment gap characters and residue cases to UC Santa Cruz
SAM style, where a . means a gap in an insert column and a - means a deletion
in a consensus/match column, and upper case means match/consensus residues and
lower case means inserted resiudes. This will only work for converting aligned
file formats, but unlike the-sam option, it will work regardless of whether the file
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adheres to the upper/lower case residue convention. Instead, any column containing
more than a fractior:x> of gap characters is interpreted as an insert column, and
all other columns are interpreted as match columns. This option was added to allow
Pfam alignments to be reformatted into something more suitable for profile HMM
construction using the UCSC SAM software.
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Chapter 4

File formats

4.1 HMMER save files

The fileDemos/rrm.hmm gives an example of a HMMER ASCII save file. An abridged version is shown
here, where (...) mark deletions made for clarity and space:

HMMER2.0

NAME rrm

ACC PF00076

DESC RNA recognition motif. (aka RRM, RBD, or RNP domain)
LENG 72

ALPH Amino

RF no

CS no

MAP yes

COM .Isrc/lhmmbuild -F rrm.hmm rrm.slx
COM ..Isrc/hmmcalibrate rrm.hmm

NSEQ 70

DATE Wed Jul 8 08:13:25 1998
CKSUM 2768

GA 13.3 0.0

TC 13.40 0.60

NC 13.20 13.20

XT -8455 -4 -1000 -1000 -8455 -4  -8455 -4
NULT -4 -8455
NULE 595 -1558 85 338 -294 453 -1158 (...)
EVD -49.999123 0.271164
HMM A C D E F G H I (..)
m->m m->i m->d i->m i->i d->m d->d b->m m->e
-21 *  -6129
1 -1234 -371 -8214 -7849 -5304 -8003 -7706 2384 (.) 1
- -149 -500 233 43 -381 399 106 -626  (...)
- -11 -11284 -12326 -894 -1115 -701 -1378 -21 *
2 -3634 -3460 -5973 -5340 3521 -2129 -4036 -831 (...) 2
- -149 -500 233 43 -381 399 106 -626  (...)
- -11 -11284 -12326 -894 -1115 -701 -1378 * *

(..)
71 -1165 -4790 -240 -275 -5105 -4306 1035 -2009 (..) 90

- -149 -500 233 43  -381 398 106 -626  (...)
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- -43  -6001 -12336 -150 -3342 -701 -1378 * *
72 -1929 1218 -1535 -1647 -3990 -4677 -3410 1725 (...) 92

- * * ()

* * * * * * * * 0

1

HMMER?2 profile HMM save files have a very different format compared to the previous HMMER1
ASCII formats. The HMMERZ2 format provides all the necessary parameters to compare a protein sequence
to a HMM, including the search mode of the HMM (hmmls, hmmfs, hmmsw, and hmms in the old HMMER1
package), the null (background) model, and the statistics to evaluate the match on the basis of a previously
fitted extreme value distribution.

The format consists of one or more HMMs. Each HMM starts with the identifier ‘HMMER2.0” on a
line by itself and ends with // on a line by itself. The identifier allows backward compatibility as the HMMer
software evolves. The closing // allows multiple HMMs to be concatenated into a single file to provide a
database of HMMs.

The format for an HMM is divided into two regions. The first region contains text information and
miscalleneous parameters in a (roughly) tag-value scheme, akin to EMBL formats. This section is ended by
a line beginning with the keywordMMThe second region is of a more fixed format and contains the main
model parameters. It is ended by the // that ends the entire definition for a single profile-HMM.

Both regions contain probabilities that are used parameterize the HMM. These are stored as integers
which are related to the probability via a log-odds calculation. The log-odds score calculation is defined in
mathsupport.c  and is:

score= (int )floor (0.5 4+ (INTSCALE x log,(prob/null-proby)))

so conversely, to get a probability from the scores in an HMM save file:

prob= null-probx 2SCOr¢INTSCALE

INTSCALE is defined inconfig.h  as 1000.

Notice that you must know a null model probability to convert scores back to HMM probabilities.

The special case of prob = 0 is translated to “*”, so a score of * is read as a probability of 0. Null model
probabilities are not allowed to be 0.

This log-odds format has been chosen because it has a better dynamic range than storing probabilities
as ASCII text, and because the numbers are more meaningful to a human reader to a certain extent: positive
values means a better than expected probability, and negative values a worse than expected probability.
However, because of the conversion from probabilities, it should be notegdbashould not edit the
numbers in a HMMER save file directlfhe HMM is a probabilistic model and expects state transition and
symbol emission probability distributions to sum to one. If you want to edit the HMM, you must understand
the underlying Plan7 probabilistic model, and ensure the correct summations yourself.

A more detailed description of the format follows.

Header section

In the header section, each line after the initial identifier has a unique tag of five characters or less. For
shorter tags, the remainder of the five characters is padded with spaces. Therefore the first six characters of
these lines are reserved for the tag and a space. The remainder of the line starts at the seventh character. The
parser does require this.
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HMMERZ2.0File format version; a unique identifier for this save file format. Used for back-

wards compatibilityNot necessarily the version number of the HMMER software
that generated it; rather, the version number of the last HMMER that changed the
format so much that a whole new function had to be introduced to do the parsing.
(i.e., HMMER 2.8 might still be writing save files that are headddMER2.0).
Mandatory.

NAME <s>Model name;<s> is a single word name for the HMM. No spaces or tabs may

ACC <s>

DESC <s>

LENG <d>

ALPH <s>

RF <s>

CS <s>

occur in the namehmmbuild will use the#=ID line from a SELEX alignment
file to set the name. If this is not present, or the alignment is not in SELEX for-
mat, hmmbuild sets the HMM name using the name of the alignment file, after
removing any file type suffix. For example, an HMM built from the alignment file
rrm.slx  would be namedrm by default.Mandatory.

Accession numberss> is a one-word accession number for an HMM. Used in
Pfam maintenance. Accessions are stable identifiers for Pfam models, whereas
names may change from release to release. Added in v@jtional.

Description line;<s> is a one-line description of the HMMwmmbuild will use
the#=DEline from a SELEX alignment file to set the description line. If this is not
present, or the alignment is not in SELEX format, the description line is left blank;
one can be added manually (or by Perl script) if you wiSptional.

Model length;<d>, a positive nonzero integer, is the number of match states in the
model. Mandatory.

Symbol alphabetss> must be eitheAmino or Nucleic . This determines the
symbol alphabet and the size of the symbol emission probability distributions. If
Amino, the alphabet size is set to 20 and the symbol alphabet to “ACDEFGHIKLM-
NPQRSTVWY” (alphabetic order). INucleic , the alphabet size is set to 4 and
the symbol alphabet to “ACGT”". Case insensitilandatory.

Reference annotation flags> must be eitheno or yes (case insensitive). If set

to yes, a character of reference annotation is read for each match state/consensus
column in the main section of the file (see below); else this data field will be ig-
nored. Reference annotation lines are currently somewhat inconsistently used. The
only major use in HMMER is to specify which columns of an alignment get turned
into match states when using thembuild --hand  manual model construction
option. Reference annotation can only be picked up from SELEX format align-
ments. See description of SELEX format for more details on reference annotation
lines. Optional; assumed to be no if not present.

Consensus structure annotation flagy must be eitheno or yes (case insensi-

tive). If set toyes, a character of consensus structure annotation is read for each
match state/consensus column in the main section of the file (see below); else this
data field will be ignored. Consensus structure annotation lines are currently some-
what inconsistently used. Consensus structure annotation can only be picked up
from SELEX format alignments. See description of SELEX format for more de-
tails on consensus structure annotation lin@gtional; assumed to be no if not
present.
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MAP <s> Map annotation flagcs> must be eitheno or yes (case insensitive). If set to

yes, each line of data for the match state/consensus column in the main section
of the file is followed by an extra number. This number gives the index of the
alignment column that the match state was made from. This information provides
a “map” of the match stated .(M) onto the columns of the alignment. (alen).

It is used for quickly aligning the model back to the original alignment, e.g. when
usinghmmalign --mapali . Added in v2.0.1.Optional; assumed to be no if

not present.

COM <s>Command line loggs> is a one-line command. There may be more than@OM

line per save file. These lines record the command line for every HMMER com-
mand that modifies the save file. This helps us automatically log Pfam construction
strategies, for exampl®©ptional.

CKSUM <d>Training alignment checksunxd> is a nonzero positive integer. This number is

GA <f> <f>

TC <f> <f>

NC <f> <f>

calculated from the training alignment and stored whemmbuild is used. It
is used in conjunction with the alignment map information to to verify that some
alignment is indeed the alignment that the map is for. Added in v2@ptional.

Pfam gathering thresholds GA1 and GA2. This is a feature in progress. See Pfam
documentation of GA lines. Added in v2.1@ptional.

Pfam trusted cutoffs TC1 and TC2. This is a feature in progress. See Pfam docu-
mentation of TC lines. Added in v2.1.Qptional.

Pfam noise cutoffs NC1 and NC2. This is a feature in progress. See Pfam docu-
mentation of NC lines. Added in v2.1.Qptional.

NSEQ <d>Sequence numbexd> is a honzero positive integer, the number of sequences that

the HMM was trained on. This field is only used for logging purpos¥stional.

DATE <s> Creation datexs> is a date string. This field is only used for logging purposes.

XT <d>*8

NULT <d> <d>

NULE <d>*K

Optional.

Eight “special” transitions for controlling parts of the algorithm-specific parts of
the Plan7 model. The null probability used to convert these back to model proba-
bilities is 1.0. The order of the eight fieldsisNB,N—N,E— C,E— J,C—

T,C— C, J— B, J— J. (Another way to view the order is as four transition prob-
ability distributions for N,E,C,J; each distribution has two probabilities, the first
one for “moving” and the second one for “looping”.) For an explanation of these
special transitions (and definition of the state names), read the Plan7 architecture
documentationMandatory.

The transition probability distribution for the null model (single G state). The null
probability used to convert these back to model probabilities is 1.0. The order is G
— G, G— F.Mandatory.

The symbol emission probability distribution for the null model (G state); consists
of K (e.g. 4 or 20) integers. The null probability used to convert these back to
model probabilities id /K. (Yes, it's a little weird to have a “null probability”
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EVD <f> <f>

HMM

Main model section

for the null model symbol emission probabilities; this is strictly an aesthetic deci-
sion, so one can look at the null model and easily tell which amino acids are more
common than chance expectation in the background distributidandatory.

The extreme value distribution parametersnd\, respectively; both floating point
values.\ is positive and nonzero. These values are set when the model is calibrated
with hmmcalibrate . They are used to determine E-values of bit scores. If
this line is not present, E-values are calculated using a conservative analytic upper
bound.Optional.

HMM flag line; flags the end of the header section. Otherwised not parsed. Strictly
for human readability, the symbol alphabet is also shown on this line, aligned to the
NULEfields and the fields of the match and insert symbol emission distributions in
the main model. The immediately next line is also an unparsed human annotation
line: column headers for the state transition probability fields in the main model
section that follows. Both lines areandatory.

All the remaining fields arenandatory, except for the alignment map.

The first line in the main model section is atypical; it contains three fields, for transitions from the B
state into the first node of the mod@&lhe only purpose of this line is to set the-BD transition probability
The first field is the score far — ¢(B — D). The second field is always “*” (there is no-B | transition).
The third field is the score faB — D). The null probability used for converting these scores back to
probabilities is 1.0. In principle, only the third number is needed to obtdin— D). In practice, HMMER
reads both the first and the third number, converts them to probabilities, and renormalizes the distribution to

obtaint(B — D). *

The remainder of the model has three lines per node)Mfanodes (wheré\l is the number of match
states, as given by tHeENGIine). These three lines are:

Match emission line The first field is the node number (1..M). The HMMER parser verifies this number

as a consistency check (it expects the nodes to come in order). ThE mexhbers

for match emission scores, one per symbol. The null probability used to convert
them to probabilities is the relevant null model emission probability calculated from
theNULEline.

If MAPwasyes, then there is one more number on this line, representing the
alignment column index for this match state. $&&Pabove for more information
about the alignment map, and also see the man pagbsimalign --mapali

Added in v2.0.1. This field is optional, for backwards compatibility with 2.0.

Insert emission line The first field is a character of reference annotation (RF), or “-" if there is no ref-

erence annotation. The remaining fields Aremumbers for insert emission scores,
one per symbol, in alphabetic order. The null probability used to convert them to
probabilities is the relevant null model emission probability calculated from the
NULEIline.

*OK, it's more complicated than it has to be. Sometimes you only discover your temporary insanity when you're trying to

document it.
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State transition line The first field is a character of consensus structure annotation (CS), or “-” if there
iS no consensus structure annotation. The remaining 9 fields are state transition
scores. The null probability used to convert them back from log odds scores to
probabilities is 1.0. The order of these scores is given by the annotation line at the
top of the main section: itisM>M,M - I, M —-D;| - M,| = D;D — M, D
—D;B—M;M — E.

The insert emission and state transition lines for the final nddare special. Nodé/ has no insert
state, so all the insert emissions are given as “*”. (In fact, this line is skipped by the parser, except for its RF
annotation.) There is also no next node, so only the B and M — E transitions are valid; the first seven
transitions are always “*”. (Incidentally, the M- E transition score for the last node is always 0, because
this probability has to be 1.0.)

Finally, the last line of the format is the “//” record separator.

Renormalization

After the parser reads the file and converts the scores back to probabilities, it renormalizes the probability
distributions to sum to 1.0 to eliminate minor rounding/conversion/numerical imprecision errors. If you're
trying to emulate HMMER save files, it might be useful to know what HMMER considers to be a probability
distribution. Sed’lan7Renormalize() in plan7.c  for the relevant function.

null emissions The K symbol emissions given on tidULEline.
null transitions The two null model transitions given on th&JLTline.

N,E,C,J specialsEach of the four special states N,E,C,J have two state transition probabilities (move
and loop). All four distributions are specified on K& line.

B transitions M B — M entry probabilities are given by the 9th field in the state transition line
of each of theM nodes. The B— D transition (from the atypical first line of the
main model section) is also part of this state transition distribution.

match transitions One distribution of 4 numbers per nod¥; — M, M — I, M — D,andM — E
(fields 2, 3, 4, and 10 in the state transition line of each node). Note the asymmetry
between B— M and M — E; entries are a probability distribution of their own,
while exits are not.

insert transitions One distribution of 2 numbers per node— M, I — I (fields 5 and 6 of the state
transition line of each node).

delete transitions One distribution of 2 numbers per node; — M, D — D (fields 7 and 8 of the
state transition line of each node).

match emissionsOne distribution of’ numbers per node; thE match symbol emissions given on
the first line of each node in the main section.

insert emissions One distribution ofK” numbers per node; th& insert symbol emissions given on
the second line of each node in the main section.
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Note to developers

Though | make an effort to keep this documentation up to date, it may lag behind the code. For definitive
answers, please check the parsing codenmmio.c . The relevant function to see what's being written is
WriteAscHMM() . The relevant function to see how it's being parsectad _asc20hmm() .

4.2 HMMER null model files

A “null model” is used to calculate HMMER log odds scores. The null model states the expected background
occurrence frequencies of the 20 amino acids or the 4 nucleotide bases. The null model also contains a
parameter called p1, which is tli&— G transition probability in the Plan7 null model (see the figure in the
Introduction).

For protein models, by default, the 20 residue frequencies are set to the amino acid composition of
SWISS-PROT 34, and p1l is set to 350/351 (which, because the Plan7 null model implies a geometric
length distribution, states that the mean length of a protein is about 350 residues). For DNA/RNA models,
by default, the 4 residue frequencies are set to 0.25 each, and pl is set to 1000/1001. [In the code, see
prior.c:P7DefaultNullModel() , and the amino acid frequencies are setipac.c:aafq ]

Each HMM carries its own null model (see above, HMM file format). The null model is determined
when the model is built usingmmbuild . The default null model can be overridden using thwull
<f> option tohmmbuild , where<f> is the name of a null model file.

Two example null model filesmino.null andnucleic.null , are provided in th®emossubdi-
rectory of the HMMER distribution. (They are copies of the internal default HMMER null model settings.)
nucleic.null looks like this:

# nucleic.null

#

# Example of a null model file for DNA/RNA sequences.
# The values in this file are the HMMER 2 default

# settings.

Nucleic
0.25
0.25

# A
#C
0.25 # G
#T
#

0.25
0.999001 # p1
Anything on a line following & is a comment, and is ignored by the software. Blank lines are also
ignored. Valid fields are separated by blanks or new lines. Only the order that the fields occur in the file is
important, not how they're put on lines; for example, 20 required fields can all occur on one line separated

by blanks, or on 20 separate lines.
There must be 6 or 22 non-comment fields in a null model file, occurring in the following order:

Alphabet type The first (non-comment) word in the file must be Nucleic or Amino, specifying
what kind of sequence the null model is for.

Emission probabilities 4 or 20 background frequencies for the amino acids or nucleotides. Timeste
come in alphabetical order (the A, C, G, T comments in the example above are
only for easier human viewing, and aren't parsed by the software).
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pl probability The G — G transition probability in the null model. Basically, if the expected
mean length of target sequences jp1 should be 7.

Null model files are parsed prior.c:P7ReadNullModel()

4.3 HMMER prior files

Observed counts of emissions (residues) and transitions (insertions and deletions) in a multiple alignment
are combined witiDirichlet priors to convert them to probabilities in an HMM.

For protein models, by default, HMMER uses a nine-component mixture Dirichlet prior for match emis-
sions, and single component Dirichlet priors for insert emissions and transitions. The nine-component match
emission mixture Dirichlet comes from the work of Kimmem@nhder (Splander et al., 1996).

For DNA/RNA models, by default, HMMER uses single component Dirichlets.

Two example null model fileamino.pri  andnucleic.pri , are provided in th®emossubdirec-
tory of the HMMER distribution. (They are copies of the internal default HMMER prior settings.)

The way the format of these files is parsed is identical to null models: everything #ften a line is a
comment, the order of occurrence of the fields is important, and fields must be separated by either blanks or
newlines.

A prior file consists of the following fields:

Strategy Must be the keywor®irichlet . Currently this is the only available prior strat-
egy in the public HMMER release.

Alphabet type Must be eithe’Amino or Nucleic

Transition priors 1 + 8a fields, where a is the number of transition mixture components. The first
field is the number of transition prior components, a (often just 1). Then, for each
component, eight fields follow: the prior probability of that mixture component
(1.0 if there is only one component), then the Dirichlet alpha parameters for the
seven transitions, inorderdf — M, M — I, M — D, I — M,I — I,
D—M,D — 1.

Match emission priors 1 + (5 or 21)b fields, where b is the number of match emission mixture components.
The first field is the number of match emission mixture components, b. Then,
for each component, 5 or 21 fields follows: the prior probability of that mixture
component (1.0 if there is only one component), then the Dirichlet alpha parameters
for the 4 or 20 residue types, in alphabetical order.

Insert emission priors 1 + (5 or 21)c fields, where c is the number of insert emission mixture components.
The first field is the number of insert emission mixture components, c. Then, for
each component, 5 or 21 fields follows: the prior probability of that mixture com-
ponent (1.0 if there is only one component), then the Dirichlet alpha parameters for
the 4 or 20 residue types, in alphabetical order.

In the code, prior files are parsed pgior.c:P7ReadPrior()
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4.4 Sequence files

Supported file formats

HMMER can automatically recognize and parse a number of common file formats. The best supported of

these formats are listed below. If you know your sequence database is in one of these formats, you can use

the file. If you are formatting sequences yourself, see the section of FASTA format below for unaligned

sequences, and the section on SELEX format for alignments; these are the simplest formats to hand type
Unaligned sequence formats

FASTA Pearson FASTA format; BLAST databases
SWISS-PROT SWISS-PROT protein sequence database
PIR PIR protein sequence database

EMBL EMBL DNA sequence database

GenBank GenBank DNA database flat files

GCGdata Wisconsin GCG sequence database format
GCG Wisconsin GCG single sequence format

Multiple sequence alignment formats
Stockholm  The preferred format for HMMER/Pfam (see below)
SELEX The old format for HMMER/Pfam

MSF GCG alignment format
CLUSTAL CLUSTALW and CLUSTALYV format
A2M “Aligned FASTA’

For programs that do sequential, database-style access (i.e. where you'd usually use an unaligned flat
file), the alignment formats are read as if they were multiple unaligned sequences.

There is no provision for enforcing that single unaligned sequence formats (i.e. GCG unaligned se-
guence format) are single sequence only. HMMER will happily try to read more than one sequence if your
file contains more than one. However, this may not give the results you expected.

Staden “experiment file” format is parsed using the EMBL file parser, but this functionality is relatively
unsupported. There is one wrinkle in this. Staden experiment files use ’-’ characters to indicate 'N’ — i.e.,
that a base is present in a sequence read, but its identity is unknown. Therefore, the software replaces any
- in an EMBL sequence with an 'N’. Sometimes people use the unaligned formats to distribute aligned
sequences by including gap characters. If EMBL files are used i this way for aligned strings, they must use
a different character than ’-’ to indicate gaps.

FASTA unaligned sequence format

An example of a simple FASTA file:

> seql This is the description of my first sequence.
AGTACGTAGTAGCTGCTGCTACGTGCGCTAGCTAGTACGTCA
CGACGTAGATGCTAGCTGACTCGATGC

> seq2 This is a description of my second sequence.
CGATCGATCGTACGTCGACTGATCGTAGCTACGTCGTACGTAG
CATCGTCAGTTACTGCATGCTCG

FASTA is probably the simplest of formats for unaligned sequences. FASTA files are easily created in
a text editor. Each sequence is preceded by a line startingrwitlme first word on this line is the name of
the sequence. The rest of the line is a description of the sequence (free format). The remaining lines contain
the sequence itself. You can put as many letters on a sequence line as you want.
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Blank lines in a FASTA file are ignored, and so are spaces or other gap symbols (dashes, underscores,
periods) in a sequence. Any other non-amino or non-nucleic acid symbols in the sequence should produce
an appropriately strident string of warnings on yur terminal screen when you try to use the file.

HMMER currently has a limit of 4095 characters on lines in files. You may see this limitation in NCBI
NR databases, where some description lines will be truncated by HMMER.

Stockholm, the recommended multiple sequence alignment format

While we recommend a community standard format (FASTA) for unaligned sequence files, the recom-
mended multiple alignment file format is not a community standard. The Pfam Consortium developed a
format (based on extended SELEX) called “Stockholm format”. The reasons for this are two-fold. First,
there really is no standard accepted format for multiple sequence alignment files, so we don'’t feel guilty
about inventing a new one. Second, the formats of popular multiple alignment software (e.g. CLUSTAL,
GCG MSF, PHYLIP) do not support rich documentation and markup of the alignment. Stockholm format
was developed to support extensible markup of multiple sequence alignments, and we use this capability
extensively in both RNA work (with structural markup) and the Pfam database (with extensive use of both
annotation and markup).

A minimal Stockholm file

# STOCKHOLM 1.0

seql ACDEF...GHIKL
seq2 ACDEF...GHIKL
seq3 ..EFMNRGHIKL

seql MNPQTVWY
seq2 MNPQTVWY
seq3 MNPQT...

The simplest Stockholm file is pretty intuitive, easily generated in a text editor. It is usually easy to
convert alignment formats into a “least common denominator” Stockholm format. For instance, SELEX,
GCG’s MSF format, and the output of the CLUSTALV multiple alignment program are all similar inter-
leaved formats.

The first line in the file must b8 STOCKHOLM 1.xwherex is a minor version number for the format
specification (and which currently has no effect on my parsers). This line allows a parser to instantly identify
the file format.

In the alignment, each line contains a name, followed by the aligned sequence. A dash or period denotes
a gap. If the alignment is too long to fit on one line, the alignment may be split into multiple blocks, with
blocks separated by blank lines. The number of sequences, their order, and their names must be the same
in every block. Within a given block, each (sub)sequence (and any assdéB&thnd#=GCmarkup, see
below) is of equal length, called thmock length Block lengths may differ from block to block; the block
length must be at least one residue, and there is no maximum.

Other blank lines are ignored. You can add comments to the file on lines starting#vith a

All other annotation is added using a tag/value comment style. The tag/value format is inherently exten-
sible, and readily made backwards-compatible; unrecognized tags will simply be ignored. Extra annotation

64



includes consensus and individual RNA or protein secondary structure, sequence weights, a reference co-
ordinate system for the columns, and database source information including name, accession number, and
coordinates (for subsequences extracted from a longer source sequence) See below for details.

Syntax of Stockholm markup

There are four types of Stockholm markup annotation, for per-file, per-sequence, per-column, and per-
residue annotation:

#=GF <tag> <s> Per-file annotation<s> is a free format text line of anno-
tation type<tag> . For example#=GF DATE April 1, 2000 . Can occur
anywhere in the file, but usually all tie=GF markups occur in a header.

#=GS <segname> <tag> <s> Per-sequence annotatiors> is a free format

text line of annotation typtag associated with the sequence namsdgname>.
Forexample#=GS seql SPECIES_.SOURCE Caenorhabditis elegans

Can occur anywhere in the file, but in single-block formats (e.g. the Pfam distribu-
tion) will typically follow on the line after the sequence itself, and in multi-block
formats (e.g. HMMER output), will typically occur in the header preceding the
alignment but following the&t=GF annotation.

#=GC <tag> <...s...> Per-column annotatiorx...s...> is an aligned
text line of annotation type&tag> . #=GClines are associated with a sequence
alignment block<...s...> is aligned to the residues in the alignment block,

and has the same length as the rest of the block. TypigalyClines are placed at
the end of each block.

#=GR <segname> <tag> <.....s.....> Per-residue annotation...s...>

is an aligned text line of annotation typgag> , associated with the sequence
named<segname>. #=GRlines are associated with one sequence in a sequence
alignment blockx<...s...> is aligned to the residues in that sequence, and has
the same length as the rest of the block. TypicétGRIines are placed immedi-
ately following the aligned sequence they annotate.

Semantics of Stockholm markup

Any Stockholm parser will accept syntactically correct files, but is not obligated to do anything with the
markup lines. It is up to the application whether it will attempt to interpret the meaning (the semantics) of
the markup in a useful way. At the two extremes are the Belvu alignment viewer and the HMMER profile
hidden Markov model software package.

Belvu simply reads Stockholm markup and displays it, without trying to interpret it at all. The tag types
(#=GF, etc.) are sufficient to tell Belvu how to display the markup: whether it is attached to the whole file,
sequences, columns, or residues.

HMMER uses Stockholm markup to pick up a variety of information from the Pfam multiple alignment
database. The Pfam consortium therefore agrees on additional syntax for certain tag types, so HMMER can
parse some markups for useful information. This additional syntax is imposed by Pfam, HMMER, and other
software of mine, not by Stockholm format per se. You can think of Stockholm as akin to XML, and what
my software reads as akin to an XML DTD, if you're into that sort of structured data format lingo.

The Stockholm markup tags that are parsed semantically by my software are as follows:
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Recognized #=GF annotations

ID <s> lIdentifier.<s> is a name for the alignment; e.g. “rrm”. One word. Unique in file.

AC <s> Accession.<s> is a unique accession number for the alignment; e.g. “PF00001".
Used by the Pfam database, for instance. Often a alphabetical prefix indicating the
database (e.g. “PF”) followed by a unique numerical accession. One word. Unique
in file.

DE <s> Description.<s> is a free format line giving a description of the alignment; e.g.
“RNA recognition motif proteins”. One line. Unique in file.

AU <s> Author. <s> is a free format line listing the authors responsible for an alignment;
e.g. "“Bateman A’. One line. Unique in file.

GA <f> <f> Gathering thresholds. Two real numbers giving HMMER bit score per-sequence
and per-domain cutoffs used in gathering the members of Pfam full alignments.
See Pfam and HMMER documentation for more detail.

NC <f> <f> Noise cutoffs. Two real numbers giving HMMER bit score per-sequence and per-
domain cutoffs, set according to the highest scores seen for unrelated sequences
when gathering members of Pfam full alignments. See Pfam and HMMER docu-
mentation for more detalil.

TC <f> <f> Trusted cutoffs. Two real numbers giving HMMER bit score per-sequence and
per-domain cutoffs, set according to the lowest scores seen for true homologous
sequences that were above the GA gathering thresholds, when gathering members
of Pfam full alignments. See Pfam and HMMER documentation for more detail.

Recognized #=GS annotations

WT <f> Weight. <f> is a positive real number giving the relative weight for a sequence,
usually used to compensate for biased representation by downweighting similar
sequences. Usually the weights average 1.0 (e.g. the weights sum to the number
of sequences in the alignment) but this is not required. Either every sequence must
have a weight annotated, or none of them can.

AC <s> Accession.<s> is a database accession number for this sequence. (Compare the
#=GF ACmarkup, which gives an accession for the whole alignment.) One word.

DE <s> Description.<s> is one line giving a description for this sequence. (Compare the
#=GF DEmarkup, which gives a description for the whole alignment.)
Recognized #=GC annotations

RF Reference line. Any character is accepted as a markup for a column. The intent is
to allow labeling the columns with some sort of mark.

SS.cons Secondary structure consensus. For protein alignments, DSSP codes or gaps are ac-
cepted as markup: [HGIEBTSCX]; where H is alpha helix, G is 3/10-helix, | is
p-helix, E is extended strand, B is a residue in an isolated b-bridge, Tisaturn, Sisa
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bend, Cis arandom coil or loop, and X is unknown (for instance, a residue that was
not resolved in a crystal structure). For RNA alignments the synalsd< are

used for base pairs (pairs point at each otheiipdicate definitely single-stranded
positions, and any gap symbol indicates unassigned bases or single-stranded po-
sitions. This description roughly follows (Konings and Hogeweg, 1989). RNA
pseudoknots are represented by alphabetic characters, with upper case letters rep-
resenting the 5’ side of the helix and lower case letters representing the 3’ side.
Note that this limits the annotation to a maximum of 26 pseudoknots per sequence.

SAcons Surface accessibility consensus. 0-9, gap symbols, or X are accepted as markup. 0
means j10% accessible residue surface area, 1 means j20%, 9 means j100%, etc.
X means unknown structure.

Recognized #=GR annotations

SS Secondary structure consensus. $e68C SScons above.

SA Surface accessibility consensus. $e6C SAcons above.

SELEX alignment format

An example of a simple SELEX alignment file:

# Example selex file

seql ACGACGACGACG.
seq2 ..GGGAAAGG.GA
seq3 UUU..AAAUUU.A
seql .ACG

seqg2 AAGGG

seq3 AA..UUU

SELEX is an interleaved multiple alignment format that arose as an intuitive format that was easy to
write and manipulate manually with a text editor like emacs. It is usually easy to convert other alignment
formats into SELEX format, even with a couple of lines of Perl, but it can be harder to go the other way, since
SELEX is more free-format than other alignment formats. For instance, GCG’s MSF format and the output
of the CLUSTALV multiple alignment program are similar interleaved formats that can be converted to
SELEX just by stripping a small number of non-sequence lines out. Because SELEX evolved to accomodate
different user input styles, itis very tolerant of various inconsistencies such as different gap symbols, varying
line lengths, etc.

Each line contains a name, followed by the aligned sequence. A space, dash, underscore, or period
denotes a gap. If the alignment is too long to fit on one line, the alignment is split into multiple blocks,
separated by blank lines. The number of sequences, their order, and their names must be the same in every
block (even if a sequence has no residues in a given block!) Other blank lines are ignored. You can add
comments to the file on lines starting withta

SELEX stands for “Systematic Evolution of Ligands by Exponential Enrichment” — it refers to the Tuerk
and Gold technology for evolving families of small RNAs for particular functions (Tuerk and Gold, 1990).
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SELEX files were what we used to keep track of alignments of these small RNA families. It's an interesting
piece of historical baggage — most of my lab works on RNA, not protein.

As the format evolved, more features have been added. To maintain compatibility with past alignment
files, the new features are added using a reserved comment style. You don’t have to worry about adding
these extra information lines. They are generally the province of automated SELEX-generating software,
such as mkoala sequence alignment editor or t&®VEand HMMER sequence analysis packages. This
extra information includes consensus and individual RNA or protein secondary structure, sequence weights,
a reference coordinate system for the columns, and database source information including name, accession
number, and coordinates (for subsequences extracted from a longer source sequence) See below for detalils.

Detailed specification of a SELEX file

1.

Any line beginning with &= as the first two characters is a machine commeént.comments are
reserved for parsed data about the alignment. Often these features are maintained by software such
as thekoala editor or the HMMER software, not by hand. The formattef lines is usually quite
specific, since they must be parsed by the file-reading software.

. All other lines beginning with &oor # as the first character are user comments. User comments are

ignored by all software. Anything may appear on these lines. Any number of comments may be
included in a SELEX file, and at any point.

. Lines of data consist of a name followed by a sequence. The total length of the line must be smaller

than 4096 characters.

. Names must be a single word. Any non-whitespace characters are accepted. No spaces are tolerated

in names: names MUST be a single word. Names must be less than 32 characters long.

. Inthe sequence, any of the characters or a space are recognized as gaps. Any other characters are

interpreted as sequence. Sequence is case-sensitive. There is a common assumption by my software
that upper-case symbols are used for consensus (match) positions and lower-case symbols are used for
inserts. This language of “match” versus “insert” comes from the hidden Markov model formalism
(Krogh et al., 1994). To almost all of my software, this isn’t important, and it immediately converts

the sequence to all upper-case after it’s read.

. Multiple different sequences are grouped in a block of data lines. Blocks are separated by blank lines.

No blank lines are tolerated between the sequence lines in a block. Each block in a multi-block file
of a long alignment must have its sequences in the same order in each block. The names are checked
to verify that this is the case; if not, only a warning is generated. (In manually constructed files, some
users may wish to use shorthand names in subsequent blocks after an initial block with full names —
but this isn’t recommended.)

Optional SELEX file annotation

Header

Several pieces of information can be added to the header of the file using the following machine comments:

#=ID <s> Name of the alignmenks> is one word, no spaces (example: “rrm”). If present,
HMMER’s hmmbuild picks this up and uses it as the name of an HMM.
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#=AC <s> Accession number of the alignmert> is one word, no spaces (example: “PF99999").
If present, HMMER’shmmbuild picks this up and uses it as the accession number
of an HMM. (This is fairly specific to the support of the Pfam HMM database.)

#=DE <s> Description line;<s> is a one-line description of the alignment. If present, HM-
MER’s hmmbuild picks this up and uses it as the description line of an HMM.

#=AU <s> Author line;<s> is a one-line description of who made the alignment. HMMER
doesn't use this line for anything.

#=GA <fl> <f2> Gathering cutoffs<fl> is the per-sequence GAL cutofff2> is the per-domain
GAZ2 cutoff. Both numbers are floating point numbers (HMMER bit scores). This
is very specific to Pfam support. The GA cutoffs specify the HMMER score cutoffs
used in automatically generating the Pfam full alignments.

#=TC <fl1> <f2> Trusted cutoffs;<f1> is the per-sequence TC1 cutofff2> is the per-domain
TC2 cutoff. Both numbers are floating point numbers (HMMER bit scores). This
is very specific to Pfam support. The TC cutoffs specify the HMMER scores of the
lowest-scoring sequence/domain included in a Pfam full alignment.

#=NC <fl> <f2> Noise cutoffs<fl> isthe per-sequence NC1 cutoffi2> is the per-domain NC2
cutoff. Both numbers are floating point numbers (HMMER bit scores). This is
very specific to Pfam support. The NC cutoffs specify the HMMER scores of the
highest scoring sequence/domain that were not included in a Pfam full alignment.

Sequence header

Additional per-sequence information can be placed after the main header lines and before any blocks appear.
These lines, one per sequence and in exactly the same order as the sequences appear in the alignment, are
formatted like

#=SQ <name> <wgt> <source> <accession> <start..stop::orig length> <desc>

This information includes a sequence weight (for compensating for biased representation of subfamilies
of sequences in the alignment); source information, if the sequence came from a database, consisting of
identifier, accession number, and source coordinates; and a description of the sequence.

If a #=SQline is present, all the fields must be present on each line and=8@line must be present
for each sequence. If no information is available for a field, use ’-’ for all the fields except the source
coordinates, which would be given as '0'.

Secondary structure annotation

Lines beginning with#=SS or #=CS are individual or consensus secondary structure data, respectively.
#=SS individual secondary structure lines must immediately follow the sequence they are associated with.
There can only be on#&=SS per sequence. All, some, or none of the sequences may#r8&annotation.

#=CS consensus secondary structure predictions precede all the sequences in each block. There can
only be one#=CS per file.

| use one-letter codes to indicate secondary structures. Secondary structure strings are aligned to se-
guence blocks just like additional sequences.
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For RNA secondary structure, the symbbpland< are used for base pairs (pairs point at each other).
+ indicate definitely single-stranded positions, and any gap symbol indicates unassigned bases or single-
stranded positions. This description roughly follows (Konings and Hogeweg, 1989). For protein secondary
structure, | usde to indicate residues if¥-sheet,H for those ina-helix, L for those in loops, and any gap
symbol for unassigned or unstructured residues.

RNA pseudoknots are represented by alphabetic characters, with upper case letters representing the 5’
side of the helix and lower case letters representing the 3’ side. Note that this restricts the annotation to a
maximum of 26 pseudoknots per sequence.

Reference coordinate system

Alignments are usually numbered by some reference coordinate system, often a canonical molecule. For
instance, tRNA positions are numbered by reference to the positions of yeast tRNA-Phe.

A line beginning with#=RF preceding the sequences in a block gives a reference coordinate system.
Any non-gap symbol in th&=RF line indicates that sequence positions in its columns are numbered. For
instance, thé#=RF lines for a tRNA alignment would have 76 non-gap symbols for the canonical numbered
columns; they might be the aligned tRNA-Phe sequence itself, or they might be just X’s.

The#=RF line also provides a good way to mark conserved key residues in a protein alignment. HM-
MER picks up both th&t=RF and#=CS lines when it builds an HMM, if they're there, and will display
them in the context of any alignments to target sequences.

An example SELEX file with annotation

Here’s an example SELEX file with examples of all the optional fields. The sequences are evolved RNA
ligands for the phage R17 coat protein (Schneider et al., 1992).

#=ID rl17

#=AC RNA00001

#=DE RNA ligands evolved to bind phage R17 coat protein
#=GA 0.0 0.0

#=TC 0.0 0.0

#=NC 0.0 0.0

#=AU COVE 2.2.3 Wed Dec 2 08:39:58 1998

#=SQ 1ig28 1.0 - - 1..29:29 R17 coat protein ligand 28
#=SQ ligl 1.0 - - 1..17:17 R17 coat protein ligand 1
#=SQ lig2 1.0 - - 1..29:29 R17 coat protein ligand 2

#=RF *rkA*E |00 Wi
#=CS ....... >>5>+>> ++++ <<<<LK.......

lig28 GGAGUAAGAUAGC AUCA GCAuUcCuuGuuccC
#=SS  >>SS>>55>>+5> 4+ <<<<K<KLKLKLKLKLKLKL

ligl GUUCACC AUCA GGGGAC
#=SS SSS>SH>> 4+ <<<K<K<L<L

lig2 AUGGAUGCGCACC AUCA GGGCGUAUCUAU
H#=SS >>>>S>S>S>S5>5>+>> +H++ <<<K<KKKLKLKLKLLKL
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45 Count vector files

hmmbuild saves a “count vector file” when thecfile option is invoked. The count vector file contains
observed weighted counts for match emissions, insert emissions, and state transitions. The intended use of
the count vector file is for training mixture Dirichlet priors (something we do locally), but since it may be
useful for other purposes, the format is documented here.

Each line of the file is an annotated count vector. The format of this line is:

Vector type The first field is a single letter M, |, or T, specifying whether the line is for a match
emission, insert emission, or transition vector.

Counts The next several fields are the counts themselves.

For match and insert emission vectors, there are either 4 or 20 real numbers, de-
pending on whether the alignment was DNA/RNA or protein, respectively; and the
counts are in alphabetical order by residue (“ACGT” for DNA/RNA, “AC..WY” for
protein).

For state transition vectors, there are 7 real numbers, in order MM, MI, MD, IM,
Il, DM, DD.

The counts are real numbers, not integers, because they're weighted. Both rela-
tive weights (default: tree weights) and absolute weights (effective sequence num-
ber) affect the observed counts. (They are exactly the numbers used by HMMER
before addition of Dirichlet prior pseudocounts and renormalization.) Options af-
fecting either relative or absolute weighting will therefore affect the count vectors.
To see unweighted raw count vectors, addnone --idlevel 1.0 to the
hmmbuild command line.

Alignment name If the alignment was in Stockholm format (for example, a Pfam distribution), the
name of the alignment is recorded in this field. (A count vector file may contain
vectors from a large number of alignments.) If this information is unavailable, “-”
appears instead.

Alignment column An integer indicating which alignment column this count vector corresponds to. In
combination with the alignment name, this allows you to retrieve other annotation
from the vicinity of this count vector in the original alignment file if you need to.

HMM node An integer indicating which HMM node this vector corresponds to. This number
is always< the alignment column index, because some alignment columns are
skipped in constructing an HMM.

Note that count vectors are only recorded for the alignment columns that became
HMM match states. If you want to collect a count vector fremeryalignment
column, you need to makemmbuild assign every column to a match state. You
can do this by invoking thefast --gapmax 1.0 options tohmmbuild .

Structure annotation The next 2 fields are single characters representing structural annotation for this
column in the alignment, if available. If not, “-” characters appeatr.

The first field is Stockholm format#=GC SS_cons secondary structure consen-
sus annotation for the column. This is a single letter DSSP code.
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More structure annotation

The second field is Stockholm formatisGC SA_cons surface accessibility an-
notation for the column. This is a single character 0-9 (represertit@o to
<100% accessibility), or X for unknown, or - or . for columns that are gaps in all
the known structures in the alignment.

Transition vectors (only) have another two fields of structure annotation foetkte
(k+1’th) HMM node. Transition vectors are thought of as being between the k'th
and the k+1'th HMM node, so most applications would probably want to see the
annotation for both. Note that this does not necessarily correspond to the annotation
on the next alignment column, because that column is not necessarily assigned to
an HMM node.
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Chapter 5

Installation

5.1 System requirements and portability

HMMER is designed to run on UNIX platforms. The code is POSIX-compliant ANSI C. You need a UNIX
machine and an ANSI C compiler to build and use it.

Some optional tests and utilities use Pemake check will only work if you have Perl installed.
However, Perl isn’'t necessary to make HMMER work.

HMMER includes support for two kinds of parallelization: POSIX threads and PVM (Parallel Virtual
Machine). Most modern UNIX OS’s support POSIX threads. HMMER’s configure script attempts to auto-
matically detect your threads library, if you have one, and will build in multithreading by default — so you
don’t need to do anything special to get multithreading. PVM, in contrast, is a separate, third-party software
application, and you will have to install and configure it before building HMMER with PVM support. For
this reason, PVM support in HMMER is not enabled by default. See the PVM section of this chapter for
more details.

HMMER 2 should be easy to port to non-UNIX operating systems, provided they support ANSI C and
some reasonable level of POSIX compliance. A WIinNT distribution is available by anonymous FTP from
Time Logic, Inc. HMMER 1 was ported by other people to Digital VAX/VMS, Apple MacOS, Win95, and
WInNT with relatively little difficulty, and I've made efforts to improve the portability of the HMMER 2
code since then. | would greatly appreciate receiving diffs for any ports of HMMER to any platform.

5.2 Installing a precompiled distribution

Thanks to generous hardware support from Compaq, Hewlett-Packard, IBM, Intel, Silicon Graphics, and
Sun Microsystems, precompiled binary distributions of HMMER are available for at least the following
platforms:

e Intel PC/Linux
e Intel PC/FreeBSD
Intel PC/OpenBSD

Intel PC/Sun Solaris

Silicon Graphics/IRIX

Sun Sparc/Solaris
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e Compag Alpha/Tru64

e Hewlett Packard P/HP-UX

e IBM/AIX

To install a precompiled distribution, do the following:

1.

2.

5.3

Download the distribution frorhttp://hmmer.wustl.edu/

Uncompress and un-tar it; for example,

> uncompress hmmer.bin.intel-linux.tar.gz

> tar xf hmmer.bin.intel-linux.tar

A new directoryhmmer-xx is created, where “xx” is the current HMMER version number.

. Go to the top level directory and run the configure script.

> cd hmmer-xx
> ./configure

. Edit the Makefile in the top level directory, if you want.

The executables are in tinaries  directory. The man pages are in ttiecumentation/man
directory. The PDF copy of the Userguide is in the top level HMMER directory (Userguide.pdf).

To run HMMER in the distribution directory, you don’t need to edit the Makefile at all. But to
permanently install HMMER on your system, set the make variables BINDIR and MANDIR to be the
directories where you want HMMER executables and man pages to be installed. If you are installing

in directories/ustr/local/bin/ and /usr/local/man/manl/ , you don't need to change
anything.
. Typemake install to install the programs and man pages. You may have to become root, de-

pending on where you're installing.

. Typemake clean to clean up.

Compiling from a source-only distribution

. Download the distribution frorhttp://hmmer.wustl.edu/

. Uncompress and un-tar it:

> uncompress hmmer.tar.gz
> tar xf hmmer.tar
A new directoryhnmmer-xx is created, where “xx” is the current HMMER version number.

. Go to the top level directory and run the configure script.

> cd hmmer-xx

> ./configure

If you want to include the optional PVM support, do:

> ./configure --with-pvm

If you include PVM, the system that you're compiling on must already be set up for PVM; specifically,
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the environment variables PVIROOT and PVYMARCH must be set, so HMMER can find the PVM
headers and library.

If you want to disable POSIX threads support, do:

> .[configure --disable-threads

Sometimes this is necessary, if your system has a screwy Pthreads installation. HMMER can run fine
without threads, it just won't utilize multiple processors.

If you want to specify a different default installation directory, suclugs/share , do:
> .Jconfigure -prefix=/usr/share
In a multiplatform environment, you might have your binaries in one platform-specific hierarchy (say,

{usr/share/Linux/bin and your man pages and other platform independent stuff somewhere
else (sayusr/share/man . You can install in separate binary and data directories:
> ./configure -prefix=/usr/share -exec _prefix=/usr/share/Linux

If you want to change the choice of compilation flags (CFLAGS) or the compiler (CC), set these as
environment variables:

> env CC=gcc CFLAGS="-06" ./configure

For other generic configuration options, see the documentation for GNU autoconf 2.12. — but it may
be easier to just edit the Makefile (see below).

4. Edit the top of the Makefile, if needed.

To build and test HMMER in its source directory, you don't need to edit the Makefile at all. If
the configure script did a good job with the installation directories, you also don't need to edit the
Makefile, but you might check to be sure.

To permanently install HMMER on your system, be sure that the make variables BINDIR and MANDIR
are set to be the directories where you want HMMER executables and man pages to be installed. If you
are installing the programs insr/local/bin and the man pages lasr/local/man/manl :

you don’t need to change anything.

The default Makefile gets configured into a reliable but not necessarily optimal choice of compiler
and compilation flags. The package is known to build "out of the box” on SGI IRIX, Sun Solaris, In-
tel/Linux, Intel/FreeBSD, Intel/OpenBSD, HP/HP-UX, IBM/AIX, or Compag Tru64 Unix platforms
without any special modifications. However, you may want to change the CC or CFLAGS variables
to suit your system. In particular, you can play with the compiler options in CFLAGS to try to get
more speed, if you're compiler-fluent. The Makefile may include some hints for various platforms.

On SunOS 4.1.x systems (God help you), you will have to use the GNU gcc compiler, because ancient
SunOS cc is not ANSI-compliant.

5. Typemake to build the programs.

6. (Optional) Typemake check to compile and run a test suite. Some of the tests require that you
have Perl installed. None of these tests should fail. Ever.

7. Typemake install to install the programs and man pages. You may have to become root, de-
pending on where you're installing.

8. Typemake clean to clean up.
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5.4 Environment variable configuration

These steps are optional, and will only apply (I think) to sufficiently POSIX-compliant operating systems
like UNIX, Linux, or WinNT.

HMMER reads four environment variables, and is designed to coexist peacefully with an installation of
WUBLAST or NCBI BLAST:

BLASTDB - directory location of FASTA-formatted sequence databases
BLASTMAT- directory location of BLAST substitution matrices
HMMERDRB directory location of HMM databases (e.g. PFAM)

HMMERICPU- maximum number of CPUs to utilize in a multiprocessor

If you have installed BLAST, you probably already have the two BLAST environment variables set in
system-wide or user-specific .cshrc files.
All four variables are optional. If they are set up, you can simplify command lines to:
> hmmpfam pfam my.query
> hmmsearch my.hmm swiss35
instead of
> hmmpfam /some/long/path/to/databases/pfam my.query
> hmmsearch my.hmm /some/long/path/to/databases/swiss35

5.5 Parallelization using threads

HMMER includes support for two kinds of parallelization: POSIX threads and PVM (Parallel Virtual Ma-
chine). Threads support is built in by default; PVM is not.

If you have a multi-processor UNIX machine, odds are that you have a POSIX threads library. This
kind of parallelization is easy from the standpoint of a HMMER user. HMMER will happily use all your
processors (fewer, if you wish). The binary distributions of HMMER all come with multithreading capability
built in.

To disablethreads support, adddisable-threads to the command line for/configure
before you compile a source distribution. Multithreading is completely optional, and the software will work
fine without it.

Like multithreaded BLAST, a multithreaded HMMER search will use all the available CPUs. Sometimes
this is not desired; you may want HMMER searches to leave some spare processing power for other work.
The environment variable HMMERICPU sets the maximum number of CPUs that any HMMER job will
use. You can also set a limit on an individual process using-tipe1 <n> option.

5.6 Parallelization using PVM

Parallelization across multiple machines (as opposed to multithreading on a single multiprocessor machine)
can be done with PVM, the Parallel Virtual Machine software from Oak Ridge National Labs.

PVM is freely available. You can obtain it frofttp://www.epm.ornl.gov/ . You must install
and configure PVM before compiling PVM support into HMMER. During compilation, HMMER needs to
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see the environment variables PURDOT and PVMARCH, and the PVM header files and libraries must
be found in the appropriate place under $P\R@OT.

To enable PVM support in HMMER, addwith-pvm  to the command line for/configure
before you compile a source distribution. PVM is completely optional, and the software will work fine
without it.

Whereas multithreading requires no special configuration once support is compiled into HMMER, con-
figuring a PVM cluster and using HMMER on it is a little more involved.

Configuring a PVM cluster for HMMER

Here, | will assume you're already familiar with PVM.

Designate one machine as the “master”, and the other machines as “slaves”. You will start your HMMER
process on the master, and the master will spawn jobs on the slaves using PVM.

Install PVM on the master and all the slaves. On the master, make sure the environment variables
PVM_ROOT and PVYMARCH are set properly (ideally, in a system-wide .cshrc file).

Add the master's name to your .rhosts or /etc/hosts.equiv file on the slaves, so the slaves accept rsh
connections from the master.

Put copies of HMMER executables in a directory on the master and all the slaves. For each PVM-
capable programhfnmcalibrate , hmmpfam andhmmsearch, there is a corresponding slave PVM
program bimmcalibrate-pvm , hmmpfam-pvm, andhmmsearch-pvm ). The master machine needs
copies of all the HMMER programs, including the slave PVM programs. The slaves only need copies of the
three slave PVM programs. (You never need to start the slave programs yourself; PVM does that. You just
need to make sure they’re installed where PVM can see them.)

The PVM implementation ohmmpfamneeds a copy of any HMM databases you may search to be
installed on the master and every slave. All HMM databases must be indexeldnaitindex . The reason
is thathmmpfamis 1/0 bound; the PVM implementation can’t distribute an HMM database fast enough
over a typical cluster’s Ethernet. Instead, each PVM node accesses its own copy of the HMM database,
distributing the I/O load across the nodasamcalibrate  andhmmsearch, in contrast, are freestanding.

Only the master node needs to be able to access any HMM and/or sequence files.

Write a PVM hostfile for the cluster. Specify the location of the HMMER executables using the ep=
directive. Specify the location givmd on the slaves using the dx= directive (alternatively, you can make
sure PYMROOT and PVYMARCH get set properly on the slaves). For the slaves, use the wd= directive to
specify the location of the HMM databases foanmpfam (alternatively, you can make sure HMMERDB
gets set properly on the slaves). Use the sp= directive to tell HMMER how many processors each node has
(and hence, how many independent PVM processes it should start); sp=1000 means 1 CPU, sp=2000 means
2 CPUs, sp=4000 means 4 CPUS, etc.

Start the PVM by typing
> pvm hostfile
(where “hostfile” is the name of your hostfile) on the master. Make sure all the nodes started properly by
typing > conf
at the PVM console prompt. Type quit
to exit from the PVM console, which leaves the PVM running in the background. You should only need to
start PVM once. (We have a PVM running continuously on our network right now, waiting for HMMER
jobs.)

Once PVM is running, at any time you can run HMMER programs on the master and exploit your PVM,
just by adding the optiorpvm ; for instance,
> hmmpfam --pvm Pfam my.query
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parallelizes a search of a query sequence in the file my.query against the Pfam database.

Once PVM is properly configured and your slave nodes have the required slave programs (and databases,
in the case ohmmpfan), the only difference you will notice between the serial and the PVM version
is a (potentially massive) increase in search speed. Aside from the addition -eptne option on the
command line, all other options and input/output formats remain identical.

Example of a PVM cluster

The St. Louis Pfam server runs its searches using HMMER on a PVM cluster called Wulfpack. I'll use it
as a specific example of configuring a PVM cluster. It’s a little more intricate than you'd usually need for
personal use, just because of the details of running PVM jobs in a standalone way from CGI scripts on a
Web server.

The master node is the Web serviisher . The slave nodes are eight rack-mounted dual processor
Intel/Linux boxes calledvulfO1 throughwulfO8 . Collectively, we refer to this cluster as Wulfpack; it is
a Beowulf-class Linux computing cluster.

PVM 3.3.11 is installed iusr/local/pvm3 on the master and the slaves.

On fisher, all HMMER executables are installedusr/local/bin . On the wulf slave nodes, the
three PVM slave executables are installeduisr/local/wulfpack

Pfam and PfamFrag, two Pfam databases, are installed on the wulf slave nadesdnal/wulfpack.
They are converted to binary format usingmconvert -b , then indexed usingmmindex . (Using bi-
nary format databases is a big performance winhimmpfamsearches, becausenmpfamis 1/0 bound
and binary HMM databases are smaller.)

AnIs of /usr/local/wulfpack on any wulf node looks like:

[eddy@wulf01 /home]$ Is /usr/local/wulfpack/
Pfam PfamFrag hmmcalibrate-pvm hmmsearch-pvm
Pfam.gsi PfamFrag.gsi hmmpfam-pvm

The PVM hostfile for the cluster looks like:

# Config file for Pfam Web server PVM
#

* ep=/usr/local/bin sp=1000
fisher.wustl.edu

* lo=pfam dx=/usr/local/pvm3/lib/pvmd ep=/usr/local/wulfpack sp=2000
wulfol

wulf02

wulf03

wulfo4

wulf05

wulf06

wulf07

wulf08

Note one wrinkle specific to configuring Web servers: the web server is running HMMER as user
“nobody” because it's calling HMMER from a CGI script. We can’t configure a shell for “nobody” on the
slaves, so we create a dummy user called “pfam” on each wulf node. The lo= directive in the PVM hostfile
tells the master to connect to the slaves as user “pfam”. On each slave, there is a user “pfam” with a .rhosts
that looks like:
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fisher nobody
fisher.wustl.edu nobody

which tells the wulf node to accept rsh connections from fisher’'s user “nobody”.

Also note how we use the sp= directive to tell HMMER (via PVM) that the wulf nodes are dual pro-
cessors. fisher is actually a dual processor too, but by setting sp=1000, HMMER will only start one PVM
process on it (leaving the other CPU free to do all the things that keep Web servers happy).

The trickiest thing is making sure PVRROOT and PVYMARCH get set properly. For my own private
PVM use, my.cshrc contains the lines:

setenv PVM_ROOT /usr/local/pvm3
setenv PVM_ARCH ‘$PVM_ROOT/lib/pvmgetarch’

But for the web server PVM, it’s a little trickier. We start the Web server PVM as user “nobody” on fisher
using a local init script/etc/rc.d/init.d/pvm _{init . With its error checking deleted for clarity,
this script basically looks like:

#!/bin/sh
wulfpack_conf=/home/www/pfam/pfam-3.1/wulfpack.conf
. lusr/local/pvm3/.pvmprofile

$PVM_ROOT/lib/pvmd $wulfpack_conf >/dev/null &

We call this at boot time by adding the lise nobody -c "sh /etc/rc.d/init.d/pvm _init
to our rc.local file. .pvmprofile is a little PVM-supplied script that properly sets PN\R®OT and
PVM_ARCH, and wulfpack.conf is our PVM hostfile.

The relevant lines of the CGlI Perl script that runs HMMER jobs from the Web server (again, heavily
edited for clarity) are:

# Configure environment for PVM

$ENV{HMMERDB'"} = "lusr/local/wulfpack:/home/www/pfam/data/"
$ENV{PVM_EXPORT} = "HMMERDB";

$output = ‘/usr/local/bin/hmmpfam --pvm Pfam /tmp/query’;

The trick here is that we export the HMMERDB environment variable via PVM, so the PVM processes
on wulf nodes will know where to find their copy of Pfam.

PVM is relatively complex, but with luck, this and the PVM documentation give you enough information
to get HMMER running on a cluster. It's well worth it. Wulfpack was simple to assemble; besides the eight
rack-mounted machines, there’s a terminal switch, a single console, a 10baseT Ethernet switch, and a UPS.
Each machine runs stock Red Hat Linux (we don’t need no steenking Extreme Linux hype). The whole
thing cost us $20K, but it runs HMMER searches as fast as a 16-processor SGI Origin — and it’s bigger and
has more blinking lights than an Origin, so it's more impressive to look at.

5.7 Recommended systems

HMMER is currently developed and maintained on Intel/GNU/Linux systems. Since these are the develop-
ment systems, similar systems are the least likely to show portability problems.

At each release, HMMER is also tested on a compile farm that includes most major commercial and
open source UNIX platforms (see start of the chapter for a list). These systems are also unlikely to show
portability problems.
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5.8 Make targets

There are a variety of make targets in the toplevel Makefile. For completeness, they are summarized here.
You shouldn’t need to know this stuffargets marked (Private) are targets which are not supported in the
public HMMER release. They only run in my local development environment.

all Compiles the source code; puts the compiled programs in the binaries/ subdirectory.
check Compiles and runs the testsuite.
install Installs the programs in BINDIR and the man pages in MANDIR.
clean Cleans up the directory, leaving the distribution files and binaries.

distclean Like 'make clean’, but removes everything that isn’t part of a pristine source distri-
bution.

verify Runs consistency checks on the package. (Private)

doc Builds the Userguide from source. (Private)

dist Checks out a complete distribution from RCS and assembles the .tar.Z file. (Private)
ftpdist Installs a new release on the FTP site. (Private)

stable Symlinks a new FTP release to hmmer.tar.Z. (Private)
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Chapter 6

License terms

If you're just going to use HMMER to analyze sequence, it’s free to you, and you can stop reading the
legalese. If you have a specially licensed (non-GPL) copy of HMMER from Washington University, you
have your own legalese, in the form of a separate written WashU licensing contract; this chapter does not
apply to you. But if you have a public copy of HMMER and you're interested in modifying or borrowing
the source code or distributing the software yourself, keep reading.

HMMER is a copyrighted work, and is not public domain software. It is distributed under an “Open
Source” license, the GNU General Public License (GPL). In brief, what the license means is that:

e If you're just going to use HMMER to analyze sequence, it’s free.

¢ If you want to redistributaunmodifiedcopies of HMMER, you're free to do so. The license even
permits you to sell copies of HMMER, or include it (in unmodified form) as part of an otherwise
proprietary software package. The license and my copyright must remain unchanged.

¢ If you want tomodifyHMMER and use your modified cogpternally (in your company or depart-
ment), you're free to do so.

¢ If you want to modify HMMER or borrow any part of its source code for your software package, and
you plan to redistribute your code (either freely or for profit), youst

— freely distribute your code under the GNU GPL, retaining my copyright on the parts | wrote; or

— if you're a free software developer but you prefer a different open source license, contact me
and I'll typically ship you the code under your favorite open source license. For small chunks of
code, | will typically ship you source with a very permissive open source license (not the GPL)
so you can do what you like with it without worrying about the GPL’s viral effects; or

— if you're a proprietary software developer, contact Washington University to arrange for non-
GPL licensing terms. For commercial licenses, we will typically ask for a fee and/or royalties.

6.1 “Manifesto”

Because HMMER has commercial value, | spend an inordinate amount of time explaining the choice of the
GPL. Open source licenses are widely misunderstood.

Much of my funding comes from the National Human Genome Research Insitute at the National In-
stitutes of Health (NIH). NIH grants policy states that the results of NIH-funded research must be made
available to qualified scientists upon request. The free exchange of information is also a fundamental tenet
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of publicly funded science. The simplest means of disseminating information about how HMMER works
is to distribute documented source code. | take this responsibility seriously. While | am in academia, my
software will be freely available in source code form.

At the same time, I'm not going to put HMMER in the public domain. If | did, someone could incorpo-
rate HMMER into a proprietary software package without my permission or knowledge. | couldn’t see the
improvements they were making to my work. They might sell the proprietary software and not contribute a
fair share of the profits to Washington University or my research lab. So | need a distribution license that lets
me distribute it freely, while at the same time trying to make sure that my university and | don’t get taken
advantage of.

Some developers license their software under restricted “academic only” licenses, such that “commer-
cial” users have to pay license fees. Having worked in a biotech startup, | strongly oppose this sort of license.
Most industry scientists contribute to basic research, and they consider themselves no different from their
counterparts in academia. The line | want to draw is between open and proprietary, not academic and com-
mercial. Commercial scientists can be open, and academic scientists can be proprietary. (And NIH’s free
resource distribution policy does not distinguish between academic and industrial peers.)

Open Source licenses (aka “free” software licenses) like the BSD license, the Perl Artistic License, the
Netscape Public License, and the GNU Public License do what | need. The GNU Public License is the best
known of these licenses. So long as you play the game — that you are working in a honproprietary manner,
accepting that any of your modifications to my code must also be GPL'ed and made freely available as open
source code — you get free, open access to HMMER source code. But if you want to use HMMER in a
proprietary way, the GPL does not grant you that right, so you must contact the Washington University tech
transfer people to arrange a special proprietary license. And, unsurprisingly, we’ll happily charge you fair
license fees. You can feel warm and fuzzy about this - | opt to take all licensing funds into a research fund
for the lab, not into personal income. | still quite contently drive a Civic; I'm too busy coding to own a
Boxster.

The GPL is often misinterpreted as a socialist license, and | sometimes field questions about why I'm
so determined to oppose commercial development, or even undermine it (by distributing free software).
This is a misunderstanding. American universities have a responsibility, under the 1980 Bayh/Dole act, to
transfer technology to the private sector. | respect the economic goals of Bayh/Dole. In my view, there
is a productive tension between Bayh/Dole and scientific ethics. The purpose of the HMMER licensing
policy is not to impede commercial development, but rather to maintain this tension. As an academic, my
primary responsibility is to make my work freely available. As an American research university, the job
of Washington University and our technology transfer office is to make HMMER available for proprietary
commercialization under appropriate terms. We can and do license HMMER for proprietary use. We're just
not going togive it awayfor proprietary use, that’s all. If you want to make a profit from HMMER, we want
a fair share so we can put it towards the research that develops HMMER.

Whew. You think that was long-winded? That's nothing; the full text of the GNU GPL follows:

GNU GENERAL PUBLIC LICENSE
Version 2, June 1991

Copyright (C) 1989, 1991 Free Software Foundation, Inc.
675 Mass Ave, Cambridge, MA 02139, USA

Everyone is permitted to copy and distribute verbatim copies
of this license document, but changing it is not allowed.

Preamble
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The licenses for most software are designed to take away your freedom to share and change it. By
contrast, the GNU General Public License is intended to guarantee your freedom to share and change free
software—to make sure the software is free for all its users. This General Public License applies to most of
the Free Software Foundation’s software and to any other program whose authors commit to using it. (Some
other Free Software Foundation software is covered by the GNU Library General Public License instead.)
You can apply it to your programs, too.

When we speak of free software, we are referring to freedom, not price. Our General Public Licenses
are designed to make sure that you have the freedom to distribute copies of free software (and charge for
this service if you wish), that you receive source code or can get it if you want it, that you can change the
software or use pieces of it in new free programs; and that you know you can do these things.

To protect your rights, we need to make restrictions that forbid anyone to deny you these rights or to ask
you to surrender the rights. These restrictions translate to certain responsibilities for you if you distribute
copies of the software, or if you modify it.

For example, if you distribute copies of such a program, whether gratis or for a fee, you must give the
recipients all the rights that you have. You must make sure that they, too, receive or can get the source code.
And you must show them these terms so they know their rights.

We protect your rights with two steps: (1) copyright the software, and (2) offer you this license which
gives you legal permission to copy, distribute and/or modify the software.

Also, for each author’s protection and ours, we want to make certain that everyone understands that there
is no warranty for this free software. If the software is modified by someone else and passed on, we want
its recipients to know that what they have is not the original, so that any problems introduced by others will
not reflect on the original authors’ reputations.

Finally, any free program is threatened constantly by software patents. We wish to avoid the danger
that redistributors of a free program will individually obtain patent licenses, in effect making the program
proprietary. To prevent this, we have made it clear that any patent must be licensed for everyone’s free use
or not licensed at all.

The precise terms and conditions for copying, distribution and modification follow.

GNU GENERAL PUBLIC LICENSE
TERMS AND CONDITIONS FOR COPYING, DISTRIBUTION AND MODIFICATION

0. This License applies to any program or other work which contains a notice placed by the copyright
holder saying it may be distributed under the terms of this General Public License. The “Program”, be-
low, refers to any such program or work, and a “work based on the Program” means either the Program
or any derivative work under copyright law: that is to say, a work containing the Program or a por-
tion of it, either verbatim or with modifications and/or translated into another language. (Hereinafter,
translation is included without limitation in the term “modification”.) Each licensee is addressed as

[ ”

you”.

Activities other than copying, distribution and modification are not covered by this License; they are
outside its scope. The act of running the Program is not restricted, and the output from the Program
is covered only if its contents constitute a work based on the Program (independent of having been
made by running the Program). Whether that is true depends on what the Program does.

1. You may copy and distribute verbatim copies of the Program’s source code as you receive it, in any
medium, provided that you conspicuously and appropriately publish on each copy an appropriate
copyright notice and disclaimer of warranty; keep intact all the notices that refer to this License and
to the absence of any warranty; and give any other recipients of the Program a copy of this License
along with the Program.
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You may charge a fee for the physical act of transferring a copy, and you may at your option offer
warranty protection in exchange for a fee.

. You may modify your copy or copies of the Program or any portion of it, thus forming a work based
on the Program, and copy and distribute such modifications or work under the terms of Section 1
above, provided that you also meet all of these conditions:

(a) You must cause the modified files to carry prominent notices stating that you changed the files
and the date of any change.

(b) You must cause any work that you distribute or publish, that in whole or in part contains or is
derived from the Program or any part thereof, to be licensed as a whole at no charge to all third
parties under the terms of this License.

(c) If the modified program normally reads commands interactively when run, you must cause it,
when started running for such interactive use in the most ordinary way, to print or display an
announcement including an appropriate copyright notice and a notice that there is no warranty
(or else, saying that you provide a warranty) and that users may redistribute the program under
these conditions, and telling the user how to view a copy of this License. (Exception: if the
Program itself is interactive but does not normally print such an announcement, your work based
on the Program is not required to print an announcement.)

These requirements apply to the modified work as a whole. If identifiable sections of that work are
not derived from the Program, and can be reasonably considered independent and separate works in
themselves, then this License, and its terms, do not apply to those sections when you distribute them
as separate works. But when you distribute the same sections as part of a whole which is a work based
on the Program, the distribution of the whole must be on the terms of this License, whose permissions
for other licensees extend to the entire whole, and thus to each and every part regardless of who wrote
it.

Thus, it is not the intent of this section to claim rights or contest your rights to work written entirely
by you; rather, the intent is to exercise the right to control the distribution of derivative or collective
works based on the Program.

In addition, mere aggregation of another work not based on the Program with the Program (or with a
work based on the Program) on a volume of a storage or distribution medium does not bring the other
work under the scope of this License.

. You may copy and distribute the Program (or a work based on it, under Section 2) in object code
or executable form under the terms of Sections 1 and 2 above provided that you also do one of the
following:

(a) Accompany it with the complete corresponding machine-readable source code, which must be
distributed under the terms of Sections 1 and 2 above on a medium customarily used for software
interchange; or,

(b) Accompany it with a written offer, valid for at least three years, to give any third party, for a
charge no more than your cost of physically performing source distribution, a complete machine-
readable copy of the corresponding source code, to be distributed under the terms of Sections 1
and 2 above on a medium customarily used for software interchange; or,

(c) Accompany it with the information you received as to the offer to distribute corresponding
source code. (This alternative is allowed only for noncommercial distribution and only if you
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received the program in object code or executable form with such an offer, in accord with Sub-
section b above.)

The source code for a work means the preferred form of the work for making modifications to it. For
an executable work, complete source code means all the source code for all modules it contains, plus
any associated interface definition files, plus the scripts used to control compilation and installation of
the executable. However, as a special exception, the source code distributed need not include anything
that is normally distributed (in either source or binary form) with the major components (compiler,
kernel, and so on) of the operating system on which the executable runs, unless that component itself
accompanies the executable.

If distribution of executable or object code is made by offering access to copy from a designated place,
then offering equivalent access to copy the source code from the same place counts as distribution of
the source code, even though third parties are not compelled to copy the source along with the object
code.

. You may not copy, modify, sublicense, or distribute the Program except as expressly provided under
this License. Any attempt otherwise to copy, modify, sublicense or distribute the Program is void,
and will automatically terminate your rights under this License. However, parties who have received
copies, or rights, from you under this License will not have their licenses terminated so long as such
parties remain in full compliance.

. You are not required to accept this License, since you have not signed it. However, nothing else
grants you permission to modify or distribute the Program or its derivative works. These actions
are prohibited by law if you do not accept this License. Therefore, by modifying or distributing the
Program (or any work based on the Program), you indicate your acceptance of this License to do so,
and all its terms and conditions for copying, distributing or modifying the Program or works based on
it.

. Each time you redistribute the Program (or any work based on the Program), the recipient automat-
ically receives a license from the original licensor to copy, distribute or modify the Program subject
to these terms and conditions. You may not impose any further restrictions on the recipients’ exercise
of the rights granted herein. You are not responsible for enforcing compliance by third parties to this
License.

. If, as a consequence of a court judgment or allegation of patent infringement or for any other reason
(not limited to patent issues), conditions are imposed on you (whether by court order, agreement or
otherwise) that contradict the conditions of this License, they do not excuse you from the conditions
of this License. If you cannot distribute so as to satisfy simultaneously your obligations under this
License and any other pertinent obligations, then as a consequence you may not distribute the Program
at all. For example, if a patent license would not permit royalty-free redistribution of the Program by
all those who receive copies directly or indirectly through you, then the only way you could satisfy
both it and this License would be to refrain entirely from distribution of the Program.

If any portion of this section is held invalid or unenforceable under any particular circumstance, the
balance of the section is intended to apply and the section as a whole is intended to apply in other
circumstances.

It is not the purpose of this section to induce you to infringe any patents or other property right claims
or to contest validity of any such claims; this section has the sole purpose of protecting the integrity of
the free software distribution system, which is implemented by public license practices. Many people
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10.

have made generous contributions to the wide range of software distributed through that system in
reliance on consistent application of that system; it is up to the author/donor to decide if he or she is
willing to distribute software through any other system and a licensee cannot impose that choice.

This section is intended to make thoroughly clear what is believed to be a consequence of the rest of
this License.

. If the distribution and/or use of the Program is restricted in certain countries either by patents or by

copyrighted interfaces, the original copyright holder who places the Program under this License may
add an explicit geographical distribution limitation excluding those countries, so that distribution is
permitted only in or among countries not thus excluded. In such case, this License incorporates the
limitation as if written in the body of this License.

. The Free Software Foundation may publish revised and/or new versions of the General Public License

from time to time. Such new versions will be similar in spirit to the present version, but may differ in
detail to address new problems or concerns.

Each version is given a distinguishing version number. If the Program specifies a version number of
this License which applies to it and “any later version”, you have the option of following the terms and
conditions either of that version or of any later version published by the Free Software Foundation.
If the Program does not specify a version number of this License, you may choose any version ever
published by the Free Software Foundation.

If you wish to incorporate parts of the Program into other free programs whose distribution conditions
are different, write to the author to ask for permission. For software which is copyrighted by the Free
Software Foundation, write to the Free Software Foundation; we sometimes make exceptions for this.
Our decision will be guided by the two goals of preserving the free status of all derivatives of our free
software and of promoting the sharing and reuse of software generally.
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11.

12.

NO WARRANTY

BECAUSE THE PROGRAM IS LICENSED FREE OF CHARGE, THERE IS NO WARRANTY
FOR THE PROGRAM, TO THE EXTENT PERMITTED BY APPLICABLE LAW. EXCEPT WHEN
OTHERWISE STATED IN WRITING THE COPYRIGHT HOLDERS AND/OR OTHER PARTIES
PROVIDE THE PROGRAM “AS IS” WITHOUT WARRANTY OF ANY KIND, EITHER EX-
PRESSED OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES
OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE. THE ENTIRE RISK
AS TO THE QUALITY AND PERFORMANCE OF THE PROGRAM IS WITH YOU. SHOULD
THE PROGRAM PROVE DEFECTIVE, YOU ASSUME THE COST OF ALL NECESSARY SER-
VICING, REPAIR OR CORRECTION.

IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TO IN WRITING
WILL ANY COPYRIGHT HOLDER, OR ANY OTHER PARTY WHO MAY MODIFY AND/OR
REDISTRIBUTE THE PROGRAM AS PERMITTED ABOVE, BE LIABLE TO YOU FOR DAM-
AGES, INCLUDING ANY GENERAL, SPECIAL, INCIDENTAL OR CONSEQUENTIAL DAM-
AGES ARISING OUT OF THE USE OR INABILITY TO USE THE PROGRAM (INCLUDING
BUT NOT LIMITED TO LOSS OF DATA OR DATA BEING RENDERED INACCURATE OR
LOSSES SUSTAINED BY YOU OR THIRD PARTIES OR A FAILURE OF THE PROGRAM TO
OPERATE WITH ANY OTHER PROGRAMS), EVEN IF SUCH HOLDER OR OTHER PARTY
HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

END OF TERMS AND CONDITIONS
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Chapter 7

Acknowledgements and history

It must be remembered that there is nothing more difficult to plan, more doubtful of success,
nor more dangerous to manage, than the creation of a new system. For the initiator has the
emnity of all who would profit by the preservation of the old institutions and merely lukewarm
defenders in those who would gain by the new ones.

— Niccolo Machiavelli

HMMER 1 was developed at the MRC Laboratory of Molecular Biology, Cambridge UK, while | was a
postdoc with Dr. Richard Durbin. | thank the Human Frontier Science Program and the National Institutes
of Health for their support.

HMMER 1.8 (and subsequent minor releases) was the first public release of HMMER in April 1995. A
number of modifications and improvements went into HMMER 1.9 code, but 1.9 was never released. Some
versions of HMMER 1.9 did inadvertently escape St. Louis and make it to other sites, but it was never
documented or supported. HMMER 1.9 collapsed under its own weight in 1996, when the number of ugly
hacks increased to a critical mass.

HMMER 2 is a nearly complete rewrite, based on a new model architecture dubbed “Plan 7”. Imple-
mentation was begun in November 1996 at Washington University in St. Louis. | thank the Washington
University Dept. of Genetics, the NIH National Human Genome Research Institute, and Monsanto for their
support during this (extremely stressful) time. There is nothing like throwing four years of work away and
starting fresh to make you question your sanity. Working on a book (Durbin et al., 1998) and starting up
a lab at the same time made it all doubly “exciting”. If you are so bored as to actually read the code, you
will run across inexplicable comments that note where | was when | wrote various parts, making up a sort
of disjointed diary of this period; amongst other places, parts of HMMER 2 were written in airport lounges,
on TWA flights 720 and 721 to and from London, in Graeme Mitchison’s kitchen in Cambridge, and on
vacations while my (ex-)wife wasn’t watching (which probably explains the divorce, come to think of it). |
therefore owe special thanks (I think) to the Biochemistry Academic Contacts Committee at Eli Lilly & Co.
for a gift that paid for the trusty Linux laptop on which much of HMMER 2 was written.

HMMER 2.1.1 was the stable release for three years, from 1998-2001. After a long developmental
gestation period, during which my research lab had mostly switched to RNA work, and I'd mostly switched
to being a Pl instead of a researcher, HMMER 2.2 was finally released in summer 2001. HMMER has now
settled into a comfortable middle age, like its author - still actively maintained, but no dramatic new changes
are planned.

The MRC-LMB computational molecular biology discussion group has contributed many ideas to HM-
MER. In patrticular, | thank Richard Durbin, Graeme Mitchison, Erik Sonnhammer, Alex Bateman, Ewan
Birney, Gos Micklem, Tim Hubbard, Roger Sewall, David MacKay, and Cyrus Chothia. Any errors in the
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code, though, are my fault alone, of course.

Sequence format parsingdio.c ) in HMMER is derived from an early release of tRREADSEQ
package by Don Gilbert, Indiana University. Thanks to Don for an excellent piece of software; and apologies
for the mangling I've put it through since. The fitsregex.c is a derivative of Henry Spencer’s regular
expression library; thanks, Henry. Several miscellaneous functiosreinmath.c are taken from public
domain sources and are credited in the code’s commaerdsks.c includes a modified copy of the XNU
source code from David States and Jean-Michel Claverie.

In many other places, I've reimplemented algorithms described in the literature. These are too numerous
to credit and thank here. The original references are given in the comments of the code. However, I've
borrowed (stolen?) more than once from the following folks that I'd like to be sure to thank: Steve Altschul,
Pierre Baldi, Phillip Bucher, Warren Gish, David Haussler, Steve and Jorja Henikoff, Richard Hughey, Kevin
Karplus, Anders Krogh, Bill Pearson, and Kimmeml&nder.

HMMER is developed on Silicon Graphics and Linux machines in my lab. | thank Compagq, IBM, Intel,
Sun Microsystems, Silicon Graphics, Hewlett-Packard, and Paracel for generous hardware support. Dave
Cortesi at SGI contributed much useful advice on the POSIX threads implementation. | am proud to ac-
knowledge a tremendous debt to the development tools that | use from the free software community: an
incomplete list includes GNU gcc, gdb, emacs, and autoconf; Cygnus’ and others’ egcs compiler; Conor
Cahill’'s dbmalloc library; Bruce Perens’ ElectricFence; the cast of thousands that develops CVS, the Con-
current Versioning System; Larry Wall's perl; LaTeX and TeX from Leslie Lamport and Don Knuth; Nikos
Drakos’ latex2html; Thomas Phelps’ PolyglotMan; Linus Torvalds’ Linux operating system; and the folks
at Red Hat Linux and Mandrake Linux.

Finally, I'd like to cryptically thank Dave “Mr. Frog” Pare and Tom “Chainsaw” Ruschak for a totally
unrelated free software product that was historically instrumental in HMMER’s development, for reasons
that are best not discussed while sober.
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